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Abstract The goal of this paper is to provide an exposition of recent results
of the authors concerning cycle localization and stabilization in nonlinear
dynamical systems. Both the general theory and numerical applications to
well-known dynamical systems are presented. This paper is a continuation of
[16].

1 Introduction

The problem of cycle detection is fundamental in mathematics. In this paper
we will be mainly concerned with the problem of detecting cycles of large
length in an autonomous discrete system xn+1 = f(xn). The standard ap-
proach is to consider the composition map fT (x) := f(...f(x)...) and then
solve the equation fT (x) = x. However, this approach does not work well
even in some basic cases. For example, in the model case of the logistic map
f(x) = 4x(1 − x) it leads to a polynomial equation of degree 2T , and thus
a relatively small cycle length T can give rise to very serious computational
difficulties.
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The goal of this article is to suggest an alternative approach to the problem
of cycle localization. In full generality the problem is very difficult and it is
hard to believe that a universal technique could be developed. We thus start
with a model case of non-linear autonomous discrete dynamical systems. The
simplicity of the setting allows us to make some progress and to develop a
feasible plan for further developments of the method. Since one fundamental
tool of dynamics, often used for analyzing continuous time systems, is the
reduction of continuous time flow to its Poincaré section, which is a discrete
system, understanding the case of discrete systems is of great help in studying
continuous systems also.

The core of the suggested method is the stabilization of the solutions by
delayed feedback control (DFC) of a special type. We will briefly discuss a
way to linearly stabilize the system in Section 4; however, it turns out that
the linear DFC method has some obvious limitations regardless of the number
of prehistory terms involved. In contrast, in the subsequent sections we will
show that a certain nonlinear DFC schedule allows one to robustly stabilize
chaotic solutions for any admissible range of parameters.

The methods we developed can be considered as chaos stabilization, and
we believe they are of interest in other disciplines. Chaos theory is a part of
modern Physics and the majority of the publications on chaos are in Physics
literature; for instance, problems of stability have been discussed in [1-5],
[8-12], [13, 24, 25, 27, 28, 32, 34, 36]. There are many specialists in chaos
theory who are physicists, among whom we mention E. Ott, C. Grebogi, J.A.
Yorke, K. Pyragas, P. Cvetanović etc. On the other hand, many biological
systems exhibit chaotic behavior as well. A fundamental monograph of I.D.
Murray [22] contains deep and advanced discussions and applications of the
non-linear dynamical systems to models of population growth.

2 Settings

Consider the discrete dynamical system

xn+1 = f(xn), f : A→ A, A ⊂ Rm. (1)

where A is a convex set that is invariant under f . Let us assume that the
system has an unstable T-cycle (x∗1, ..., x

∗
T ). We define the cycle multipliers

µ1, ..., µm as the zeros of the characteristic polynomial

det

µI − T∏
j=1

Df(x∗j )

 = 0. (2)

We will assume that the multipliers are located in a region M ⊂ C.
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3 Stability analysis

A standard approach (c.f. [21]) to investigate stability with no delays is to
construct a new map that has points of the cycle as equilibriums and then
linearize about the equilibriums. Let us consider a system with time delay in
a general form

xn+1 = F (xn, xn−1, ..., xn−τ ), F : Rm → Rm, τ ∈ Z+. (3)

We will study the local stability of a cycle {η1, ..., ηT } where ηj ∈ Rm. In
other words for all n ≥ τ + 1 the following equations are valid

η(n+1) mod T = F (ηn mod T , η(n−1) mod T , ..., η(n−τ) mod T ).

where, slightly abusing notation, we assume that T mod T = T.

We can now consider an auxiliary system with respect to the vector

zn =


z
(1)
n

z
(2)
n

...

z
(τ+1)
n

 =


xn−τ
xn−τ+1

...
xn

 .

of size m(τ + 1):

zn+1 =


z
(1)
n+1

z
(2)
n+1
...

z
(τ+1)
n+1

 =


z
(2)
n

z
(3)
n

...

f(z
(τ+1)
n , z

(τ)
n , ..., z

(1)
n )

 .

We can now rewrite (3) in the form

zn+1 = F(zn)

with F : Rm(τ+1) → Rm(τ+1).
Let Ψ(z) := F(...F(z)...) be F composed with itself T -times. We can now

analyze the system
yn+1 = Ψ(yn). (4)

Let us periodically repeat the elements of the cycle:
{η1, η2, ...., ηT , η1, η2, ...., ηT , ...}. The first τ + 1 elements of this sequence

form a vector
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y∗1 =

 η1
η2
...

 .

In the same way we define the vectors

y∗2 =

 η2
η3
...

 , ... , y∗T =

 ηT
η1
...

 .

It is clear that the vectors y∗1 , ..., y
∗
T are equilibria of the system (4).

The cycle {η1, ..., ηT } of the system (3) is asymptotically locally stable if
and only if all equilibriums y∗1 , ..., y

∗
T of the system (4) are asymptotically

locally stable.
For the equilibrium point y∗1 of the system (4) the Jacobi matrix is defined

by the formula

DΨ(y∗1) =

T∏
j=1

DF(y∗j ) (5)

where the matrix DF(y∗j ) has size m(τ + 1)×m(τ + 1) and equals

DF(y∗j ) =


O I O ... O
O O I ... O
....
O O O ... I

Q
(j)
1 Q

(j)
2 Q

(j)
3 ... Q

(j)
τ+1

 . (6)

Here the matrices O and I are the m×m zero and identity matrices. Further,

Q(j)
r =

∂f

∂z(r)

∣∣∣∣
y∗j

, r = 1, ..., τ + 1; j = 1, ..., T,

i.e. the value of the derivative evaluated at the point y∗j .

For all other equilibria y∗j the Jacobi matrices DF(y∗j ) can be computed
in the same manner, and

DΨ(y∗j ) = DF(y∗(T+j) mod T ) · · ·DF(y∗j ),

which can be obtained from (5) by a cyclic permutation of the factors. The
eigenvalues of DΨ(y∗j ) thus coincide for all j = 1, ..., T (see for example [20]
for more details.)

If all eigenvalues of the matrix DΨ(y∗j ), which are the roots of the poly-
nomial

det
(
λI −DΨ(y∗j )

)
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are less than one in absolute values then the cycle of the system (3) is locally
asymptotically stable.

Note that in the scalar case m = 1 the matrices DF(yj) are in Frobenius
form, and the matrix (6) is a generalized form of the companion matrix. If
the system has the special form (10) below, then the characteristic equation
can be found explicitly by means of induction, see [14].

4 Linear Control

There is a common belief that a generalized linear control

u = −
N−1∑
j=1

εj (xn−j − xn−j+1) (7)

can stabilize the equilibrium for the whole range of the admissible multipli-
ers of the system (1). In this case F (xn, xn−1, ..., xn−(N−1)T ) = f(xn) + u
and the characteristic equation for the system closed by the control (7) is

χµ(λ) =

m∏
j=1

χµj (λ), where χµ(λ) := λN − µλN−1 + p(λ) and

p(λ) = a1λ
N−1 + a2λ

N−2 + · · ·+ aN . (8)

Here µj are cycle multipliers, i.e. the roots of the characteristic equation (2)
of the open loop system, while the coefficients ai and the gain εj are related
by the bijection

εj =

N∑
k=j+1

ak, j = 1, ..., N − 1. (9)

The proof can be done by the methods considered in the section 3 above. It
is not trivial but similar to a non-linear scalar case [14].

In the case of real multipliers µ a careful application of Vieta’s theorem
implies that a necessary condition for the polynomials χµ(λ) to be Schur
stable is 1− 2N < µ < 1 . It turns out [36] that for any fixed µ in this range
there are coefficients that guarantee the stability of the polynomial χµ(λ) for
this given µ.

At this point, a natural question to ask is how robust the selected control
can be, i.e. assuming that we are given the Schur-stable polynomials χµ(λ),
how much can we perturb the multipliers µ so that χµ(λ) remain Schur-
stable? More rigorously, the inquiry is the following:
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What is the maximum length of a connected component of M?

In [18] we discovered a remarkable fact - the answer to the above question
is 4 regardless of how large N is. Below is an idea of the proof.

4.1 Solyanik visualisation

The polynomial χm(λ) is quite complicated and difficult to study directly.
Alexey Solyanik [29] suggested a remarkable way to visualize the situation.
Namely, χµ(λ) is a stable polynomial if and only if χµ(λ) = λN − µλN−1 +
p(λ) 6= 0 for |λ| ≥ 1 or

1

µ
6=

1
λ

1 + p(λ)
λN

⇒ 1

µ
6= z

1 + q(z)
=: Φ(z), |z| ≤ 1.

where z = 1
λ and q(z) = p(λ)

λN
. Therefore χµ is Schur stable if and only if

1/µ 6∈ Φ(D̄), where D = {z : |z| < 1}. This can be rewritten as µ ∈ (C̄\Φ(D̄)∗,
where z∗ := 1/z̄ is an inversion. The above formula reduces the problem of
stability to the problem of verifying whether µ is in the above set, which is
still difficult, but more manageable.

4.2 Köbe Quarter Theorem application.

Now, let expand Φ(z) in a power series Φ(z) = z+ a2z
2 + a3z

3 + ... in D. If Φ
is univalent, then by the Köbe Quarter Theorem 1

4D ⊂ Φ(D) and therefore∣∣∣∣ 1µ
∣∣∣∣ > 1

4
⇒ |µ| < 4.

We were able to get in [18] a generalization of the Köbe Quarter Theorem
which allowed us to obtain the result mentioned above. We also remark that
the inequality above explains the value 4 mentioned in the previous section.

Finally, it was proved in [18] that if the diameter of the set of multipliers
is larger than 16, or the diameter of any of its connected component is larger
than 4, then for any N there is no control (7) that stabilizes equilibria of the
system (1) for all admissible parameters of the system.



Finding cycles in nonlinear autonomous discrete dynamical systems 7

The other obvious problem with the linear control is that the close-loop
system can have solutions that are outside the domain of the map, i.e. the
convex invariant set for the open-loop system is not necessarily an invari-
ant set for the closed-loop system. In Fig.1 below the solution to the logistic
system closed by the control u = −0.01(xn − xn+1) with x0 = 0.7501 is dis-
played. Note that x0 = 0.75 is an equilibrium for a logistic map while a little
perturbation produces a solution that blows up after 30 iterations.

Fig. 1: Logistic close-loop system.

These two basic obstacles - the range for of the close-loop system and
the limited rage for the connected component for the multiplier - justify the
introduction of the non-linear controls.

5 Average non-linear control

Typically, an arbitrarily chosen initial value x0 produces a chaotic solution,
i.e. we observe strong oscillations. An efficient way to kill oscillations is aver-
aging, as can be readily seen in the summability of many trigonometric series.
So, we decided to consider a new system

xn+1 =

N∑
k=1

akf(xn−kT+T ),

N∑
k=1

ak = 1. (10)

It is useful to rewrite the system as xn+1 = f(xn) + un, where

un = −
N−1∑
j=1

εj (f (xn−jT+T )− f (xn−jT )) , (11)

where ak and εk are in one-to-one correspondence as in (9).
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We can now see that (10) in fact is the system (1) closed by the control (11).
In this case the convex invariant set for the open-loop system is also invari-
ant for the closed-loop system. We also remark that un = 0 for cycle points
of period T , which implies that the closed-loop system xn+1 = f(xn) + un
preserves the T -cycles of the initial one, which is very important for us.

5.1 Stability analysis

The characteristic equation for the system (10) can be written in a remarkably
useful form

m∏
j=1

λT (N−1)+1 − µj

(
N∑
k=1

akλ
N−k

)T = 0, µj ∈M, j = 1, ...,m.

Here µj are the multipliers of the open loop system (1). The proof for the
scalar case m = 1 can be found in [14], and the vector case can be done in a
similar way. Denote

φ(λ) := λT (N−1)+1 − µ

(
N∑
k=1

akλ
N−k

)T
,

q(z) =

N∑
j=1

ajz
j−1 and z =

1

λ
.

Then φ(λ) = 0 is equivalent to µ−1 = z (q(z))
T
. So, if

FT (z) := z (q(z))
T

(12)

then the inclusion
M ⊂ (C̄\FT (D̄)∗ (13)

guarantees the local asymptotic stability of the cycle with multipliers in the
set M. The inclusion (13) is the Solyanik visualization in this setting.

We are thus left with the following problem in geometric complex function
theory: given a set M containing all the multipliers, find a properly normal-
ized polynomial map z → FT (z) such that M ⊂

(
C̄\FT (D̄)

)∗
.
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Since in the simplest case xn+1 = µxn the solution xn = Cµn is exponen-
tially blowing up for µ > 1 there is no way to stabilize the case when one of
the multipliers satisfies µ > 1 by only using the small gain (11). Therefore
we will consider only negative real multipliers, and in the complex case we
will assume that M is disjoint from [1,∞). We also remark that the cycle is
already stable if the multipliers are in (−1, 1) or more generally in the unit
disc D of the complex plane C.

It is natural to expect that the stability will be getting worse if the set M
is close to the half axis [1,∞). Below we will see several examples supporting
this thesis.

Since ((0,∞)\(0, 1])∗ = (0, 1), and (0,1) is the largest admissible range for
real positive multipliers, the best case scenario for us is a polynomial whose
image of the unit disc looks like a narrow neighborhood of (0, 1]. Solyanik [29]
suggested as an example of such an object a famous Alexander polynomial -
the polynomial with the coefficients ak = 1/k, properly normalized [1]. The
corresponding set (C̄\FT (D̄)∗ has a cardioid type shape and for a large N can
cover any given point except for the real numbers z ≥ 1. We refer the reader
to Fig.2, where the image of the unit disc under the Alexander polynomial
map is the interior of the inner (orange) curve, and the set (C̄\FT (D̄)∗ is the
interior of the outer (green) curve.

We thus know that theoretically there is a way to stabilize equilibria with
any multipliers outside [1,∞) by the control (11). However, the length of the
prehistory is growing exponentially with the magnitude of the multiplier. In
Fig.2 the largest multiplier which can be covered has a magnitude 15, while
the length of the prehistory is 20,000. We are thus led to the problem of
finding the optimal coefficients aj so that for a given set of multipliers M the
prehistory N is as small as possible.

It turns out that in the case of multipliers with negative real part the
number N can be shown to be much smaller, of only polynomial growth with
respect to the size of the multipliers, which is of practical use. This will be
explored in the subsequent sections.

Fig. 2: Image of F (D) with the Alexander polynomial F (z), N = 20000.
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6 Optimization problem

Let us look first at the case when the multipliers lie on the half-axis (−∞, 1).
In this case the problem of stabilization can be reduced to the following
optimization problem: find

I
(T )
N = sup∑N

j=1 aj=1

min
t∈[0,π]

{
<
(
FT (eit)

)
: =
(
FT (eit)

)
= 0
}
.

Technically speaking, this leads to a disconnected set of multipliers, as the
boundary of (C̄\FT (D̄)∗ will be tangent to the real axis (see, for example,
Fig. 4 below). However, there is an easy trick to get rid of the tangent points:
given ε > 0 the polynomial F εT (z) = (1 + ε)−1(FT (z) + εz) satisfies

min
t∈[0,π]

{
<
(
F εT (eit)

)
: =
(
F εT (eit)

)
= 0
}
> I

(T )
N − ε.

and does not intersect the real axis except for t = 0 and t = π. Since
limε→0 F

ε
T (z) = FT (z), one can use the coefficients of the polynomials FT (z)

instead of F εT (z) in computer simulations. In particular, it is done below.

It can be shown that for the closed-loop system a robust stabilization (i.e.
by the same control for all µ ∈ (−µ∗, 1)) of any T -cycle is possible if

(µ∗) · |I(T )
N | ≤ 1. (14)

By duality, for any µ∗ ≥ 1 a robust stabilization of T -cycle in the closed-
loop system is possible if N ≥ N∗, where N∗ is the minimal integer N such
that (14) holds. Formula (14) provides a practical criterion for the choice of
N given µ∗ and T.

7 Real Multipliers, optimal polynomials for T=1

It was proved in [15] (see also [16]) that given N the largest µ such that

(−µ, 1) ⊂ (C̄\F1(D̄)∗

can be achieved if the coefficients of q(z) in (12) are the coefficients of a
polynomial related to the well-known Fejér polynomial, namely

aj = 2 tan
π

2(N + 1)

(
1− j

N + 1

)
sin

πj

N + 1
, j = 1, ..., N. (15)
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Moreover, any N such that

µ · tan2 π

2(N + 1)
≤ 1

allows stabilization and this inequality is sharp.

For the choice N = 12 we display the image F1(D) and the maximal
multiplier set M that allows for stability in Fig.3 and Fig. 4.

Fig. 3: F1(D), N=12.

Fig. 4: M = (C̄\F1(D̄)∗.

Note that for N = 12 the boundary for the multiplier is

µ · tan2 (π/26) ≤ 1.

That implies that µ ≤ 68 which is easy to see in Fig. 4.
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8 Real Multipliers, optimal polynomials for T=2

It was proved in [17] (see also [16]) that given N the largest µ such that

(−µ, 1) ⊂ (C̄\F2(D̄)∗

can be achieved if the coefficients of q(z) in (12) are coefficients related to
the Fejér kernel of order 2N

aj =
2

N

(
1− 2j − 1

2N

)
, j = 1, ..., N. (16)

Moreover, any N such that

µ · 1

N2
≤ 1

allows stabilization of a 2-cycle and this inequality is sharp.

For the choice N = 12 we display the image F1(D) and the maximal
multiplier set M that allows for stability in Fig.5 and Fig. 6.

Fig. 5: F2(D), N=12
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Fig. 6: M = (C̄\F2(D̄)∗

Note that for N = 12 the boundary for the multiplier is µ · 1
122 ≤ 1. That

implies that µ ≤ 144 which is easy to see in Fig.6.

9 Real multipliers, quasi-optimal polynomials, T ≥ 3

The case T ≥ 3 is much more difficult compare to the cases T = 1, 2. We
were unable to employ harmonic analysis technique and had to use complex
analysis methods. Remarkably enough, we were able to construct a family
of polynomials that are optimal for T = 1, 2 and that produce the expected
estimate for the multiplier range if T ≥ 3.

Define the set of points

tj =
π(σ + T (2j − 1))

τ + (N − 1)T
, j = 1, ..,

N

2
(N-even),

(
N − 1

2
(N-odd)

)
and the generating polynomials

ηN (z) = z(z + 1)

N−2
2∏
j=1

(z − eitj )(z − e−itj ), N-even;

ηN (z) = z

N−1
2∏
j=1

(z − eitj )(z − e−itj ), N-odd.

Writing ηN (z) in a standard form
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ηN (z) = z

N∑
j=1

cjz
j−1

we can define the following three-parameter family of polynomials

q(z, T, σ, τ) = K

N∑
j=1

(
1− 1 + (j − 1)T

2 + (N − 1)T

)
cjz

j−1, (17)

where K is a normalization factor that makes q(1, T, σ, τ) = 1. In the partic-
ular case σ = τ = 2 K is given by

1

K
= 2

N−2
2

N−2
2∏
j=1

(1− cos tj), N even,

and

1

K
= 2

N−3
2

N−1
2∏
j=1

(1− cos tj), N odd.

The polynomials (17) are substitutes for q(z) in (12) and play the same
role in the T ≥ 3 scenario as Fejér polynomials do in the cases T = 1, 2.
Because of that we call them quasi-optimal.

For any T and N , by choosing σ = τ = 2 the relation (13) is valid for

µ

 T

2 + (N − 1)T

N−2
2∏
j=1

cot2
tj
2

T

< 1, N-even,

and

µ

N−1
2∏
j=1

cot2
tj
2

T

< 1, N-odd.

Moreover, for large N the left hand side in the above inequalities is approxi-
mately

µ

N2

(
π

2−T
T

(
Γ

(
T + 2

2T

))2
)T
∼ π2 µ

N2
, T →∞.

The proof is work in preparation by the authors [19].

We conjecture that the coefficients we have found are actually optimal.
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Conjecture A: Assume that N and T are given. Then the largest µ such
that

(−µ, 1) ⊂ (C̄\FT (D̄)∗

has a magnitude proportional to N2 and is achieved by picking q(z) in (12)
to be q(z, T, 2, 2).

In favor of this conjecture are numeric simulations and the fact that for
T = 1, 2 the new family coincides with the polynomials that are optimal.
Moreover, Figures 7,9 and 8,10 are remarkably similar to Figures 3,5 and 4,6
which correspond to the cases T = 1, 2.

10 Examples

10.1 Example of a quasi-optimal polynomial for
T = 3, N = 5

Let us consider a numeric example T = 3, N = 5. In this case t1 = 5π/14
and t2 = 11π/14. The generating polynomial is

η(z) = z+2(cos
3π

14
−sin

π

7
)z2+2(1−cos

π

7
+sin

π

14
)z3+2(cos

3π

14
−sin

π

7
)z4+z5.

The normalized factor is

K =
1

2

(
1− cos

5π

14

)−1(
1− cos

11π

14

)−1
= 0.496...

To get the region for the locations of µ one needs first to build a covering
polynomial

F3(z) = z(q(z, 3, 2, 2))3 = K3z

(
13

14
+

10

7
(cos

3π

14
− sin

π

7
)z+

(1− cos
π

7
+ sin

π

14
)z2 +

4

7
(cos

3π

14
− sin

π

7
)z3 +

1

14
z4
)3

.

See Fig.7. Then take the inverse and get the region displayed in Fig.8, where
the range for the multiplier is µ ∈ (−33, 1). Using the above polynomials

one can get the estimates I
(3)
5 ≥ −0.03. We conjecture that these values are

optimal.
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Fig. 7: F3(D), N=5.

Fig. 8: (C̄\F3(D̄)∗.

10.2 Example of 8-cycle in logistic equation

As an example of an application of the above method let us consider the
logistic equation

xn+1 = 4xn(1− xn). (18)

It is well known that it has cycles of any length and that the cycles are un-
stable.

Consider the problem of finding cycles of length 8. Fig.9 displays the poly-
nomial images of the unit disc F8(D) with the quasi-optimal polynomial of
degree 12. Fig.10 displays the inverse image (C̄\F8(D̄)∗.
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Fig. 9: F8(D), N=12

Fig. 10: (C̄\F8(D̄)∗

To do that let us consider the system (18) and close it by the control

un = −
N−1∑
j=1

εj(f(xn−8j+8)− f(xn−8j)).

We provide numeric simulation with the 8-cycle control above applied to the
standard logistic equation. Fig.11 below reveals the existence of two 8-cycles.
Moreover, the size of the control un goes to 0 as n → ∞, so it provides an
increasingly better approximation to the initial system. For n ≥ 9000, for
example, the control |un| ≤ 0.00002, so we can obtain the value of the points
of the two 8-cycles from Fig.11 up to the fifth decimal:
{0.2518;0.7535;0.7429;0.7640; 0.7213;0.8042;0.6299;0.9325}, and
{0.3408;0.8987;0.3642;0.9262;0.2733;0.7944;0.6533;0.9059}.

By increasing the number of iterations n one can get more digits in the cycle.
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Fig. 11: Two 8-cycles in logistic equation on (xn−1, xn) plane

The subtlety of the situation is well illustrated by the fact that knowledge
of a point on a cycle does not guarantee that the whole cycle can be found
numerically by the iterative procedure (18) because of chaotic behavior of
the solutions to (18). Fig.12 demonstrates what happens when we plug in
x0 = 0.2518 in (18). Since the system is chaotic, the numerical simulations
do not reveal the existence of the 8-cycle. On the other hand, after adding
an 8-cycle control the solutions exhibit 8-periodicity, see Fig.13.

Let us note that the standard approach would be to search for equilibria
of the 8-folded composition of the logistic map. However this new map is a
polynomial of degree 28 and therefore one should consider 512 roots on the
interval [0,1]. Identifying those roots is a serious practical problem.

Fig 12: Dynamics of logistic equation with x0 = 0.2518.
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Fig 13: Dynamics of the solution in the closed-loop system with x0 = 0.2518.

11 Complex Multipliers, <(µ) < 0.

11.1 Complex Multipliers, case of equilibrium

Let us assume that µ ∈ {<(z) < 0}∪{|z| < 1}. Note the we consider the unit
disk because if eigenvalues are in the unit disk, we have stability without any
control added.

This domain may be considered as a union of the domains MR := {|z +
R| < R} ∪ {|z| < 1}. If R = N/2 then choosing the polynomial map

F (z) =
2

N

N∑
j=1

(1− j

N + 1
)zj

we can guarantee that the image of the unit disc will be to the right of the
line <(z) = −1/N. Therefore, MN/2 will be included in

(
C̄\F (D̄)

)∗
. We il-

lustrate this in Fig. 14,15.

Fig: 14: F (D), N=12
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Fig. 15:
(
C̄\F (D̄)

)∗
.

11.2 Burgers map

As an example of an application let us consider the well-known Burgers map{
xn+1 = 0.75xn − y2n,
yn+1 = 1.75yn − xnyn.

Fig. 16: Chaos Fig. 17: Equilibrium, N=55

Here different colors correspond to different initial values. This plot as well
as several plots below are in the (xn, xn+1) coordinate plane. We can see that
after adding the nonlinear control an equilibrium point is clearly revealed in
Fig. 17.



Finding cycles in nonlinear autonomous discrete dynamical systems 21

11.3 Arnold cat map

As another example, let us consider the famous Arnold cat map{
xn+1 = (xn + yn) mod 1,

yn+1 = (xn + 2yn) mod 1.

It is not globally smooth, so it is unlikely that our method will stabilize the
equilibrium. However, it still has a regularizing effect on the dynamics, as
can be seen in the pictures below. It would be interesting to understand why
different orbits, corresponding to different colors, end up being separated by
the nonlinear control, see Fig.20.

Fig. 18: Chaos Fig. 19: T=1, N=3

Fig. 20: T=1, N=50

11.4 Ikeda 3D map

Let us also look at the 3D Ikeda map
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xn+1 = 1 + 0.9

(
xn cos

(
0.4− 6

1+z2n

)
− yn sin

(
0.4− 6

1+z2n

))
,

yn+1 = 0.9
(
xn sin

(
0.4− 6

1+z2n

)
+ yn cos

(
0.4− 6

1+z2n

))
,

zn+1 =
√

(xn − 1)2 + y2n.

Fig. 22: Chaos

0.2938908990.293890899

0.2938909000.293890900

0.2938909010.293890901

0.2938909020.293890902

0.53544161100.53544161100.53544161000.53544161000.53544160900.5354416090

0.54971479860.5497147986
0.54971479840.5497147984
0.54971479820.5497147982
0.54971479800.5497147980
0.54971479780.5497147978
0.54971479760.5497147976
0.54971479740.5497147974
0.54971479720.5497147972
0.54971479700.5497147970

Fig. 23: Equilibrium, N=3.

One again notices an equilibrium, whose first few digits in the decimal
expansion are (0.5354416, 0.5497147, 0.2938909).
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11.5 Complex Multipliers, <(z) < 0, T ≥ 2

We illustrate the case of cycles of length 8, i.e. N=12, T=8., in Fig.23 and
Fig.24. Here we use FT (z) = z (q(z, T, 1, 1))

T
.

Fig. 23: F8(D), N=12

Fig. 24: (C̄\F8(D̄)∗

In the following few subsections we illustrate how 4-cycles become visible
after adding the nonlinear control.

11.6 Hennon map, T=4

Let us consider the Hennon map{
xn+1 = 1− 1.4x2n + yn,

yn+1 = 0.3xn.
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Note the appearance of 4-cycles after adding a nonlinear control.

Fig. 25: Chaos

Fig. 26: 4-cycle, N=10.
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11.7 Ikeda map, T=4

The 2D Ikeda map is given byxn+1 = 1 + 0.9
(
xn cos

(
0.4− 6

1+x2
n+y

2
n

)
− yn sin

(
0.4− 6

1+x2
n+y

2
n

))
,

yn+1 = 0.9
(
xn sin

(
0.4− 6

1+x2
n+y

2
n

)
+ yn cos

(
0.4− 6

1+x2
n+y

2
n

))
,

Fig. 27: Chaos

Fig. 28: 4-cycle, N=6.
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11.8 Lozi map, T=4

The Lozi map is defined by the system{
xn+1 = 1− 1.7|x|+ 0.5y,

yn+1 = xn.

Fig. 29: Chaos

Fig. 30: 4-cycle, N=40
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11.9 Holmes cubic map, T=4

The Holmes cubic map is defined by the system{
xn+1 = yn

yn+1 = −0.2x+ 2.77y − y3.

Fig. 31: Chaos

Fig. 32: Two 4-cycles, N=18.
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11.10 Baker’s map, T=2

Baker’s map is defined by the system{
xn+1 = 2xn − b2xnc,
yn+1 = 1

2 (y + b2xnc).

It is yet another example of globally non-smooth map in addition to Arnold
cat considered above. It is remarkable that in both case one can observe sep-
aration of initial values, thus a regularization of chaotic behavior.

Fig. 33: Chaos.

Fig. 34: T=2, N=20.
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12 Complex multipliers, <(µ) > 0

In this case the worst possible scenario consists of having real multipliers.
Recall that even in the simplest system xn+1 = µxn the solution xn = Cµn

blows up exponentially and our control cannot stabilize it, since there are no
oscillations present. Therefore, it is natural to expect that the required N
will grow very fast as the set of multipliers M gets close to the real line. The
Alexander polynomials illustrate this hypothesis very well.

One piece of good news is that now we can use q(z, T, σ, τ) instead of
Alexander polynomials. There is a choice of the parameters that allows the
set (13) to cover any part of the region C\[1,∞) right to the imaginary axis
as N → ∞. The sets look like the angel wings in Fig.36 below, or like the
dragonfly wings in Fig.38. The value of N = 503 is, of course, huge, but it is
much better compare to N = 20, 000 for Alexander polynomials. The values
for N are selected to highlight the difference between the case of negative
real part multipliers, where N = 12 suffices for very negative values of the
real part, and the positive real part multipliers, where even for a relatively
small multipliers a very large value of N is required.

Fig. 35: F1(D̄), σ = 1.2, τ = 0.5, N=503.



30 D.Dmitrishin, A.Khamitova, A.Stokolos and M.Tohaneanu

Fig. 36: (C̄\F1(D̄)∗

Fig. 37: F1(D̄), σ = 1.9, τ = 0.75, N=503.
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Fig. 38: (C̄\F1(D̄)∗

13 Generalized Fejér kernels

In analysis there are two types of extremal non-negative polynomials intro-
duced by Fejér. In a closed form they can be written as

Φ
(1)
N−1(t) =

(
cos N+1

2 t

cos t− cos π
N+1

)2

and Φ
(2)
N−1(t) =

(
sin N

2 t

sin t
2

)2

. (19)

Graphically these two polynomials look similar; however, there is no expla-
nation of that fact and no relation between these two families polynomials
has been established.

Surprisingly, both polynomials turned out to be involved in the problem

of optimal stability. It was showed in [16] that the polynomials Φ
(1)
N−1(t) play

a central role in the problem of 1-cycle (equilibrium) stability, while Φ
(2)
N−1(t)

are central to the 2-cycle stability.
The family of complex polynomials q(z, T, 2, 2) that we introduced above

generates a new family of trigonometric polynomials which contains both

Fejér polynomials as particular cases. Denote q(z, T, 2, 2) by q
(T )
N (z) in this

section, and their coefficients by a
(T )
j . Let
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G
(T )
N−1(t) = =

{
ei
t−π
T q

(T )
N (eit)

sin t−π
T

}
, 0 < t < π.

One can check that

1

G
(T )
N−1(0+)

·G(T )
N−1(t) =

1

Φ
(T )
N−1(0)

· Φ(i)
N−1(t), T = 1, 2.

Letting τ = (t− π)/T we obtain the normalized version

G̃
(T )
N−1(τ) =

1

sin τ

N∑
j=1

(−1)j−1a
(T )
j sin(1 + (j − 1)T )τ. (20)

13.1 Some properties of G̃
(T )
N−1

Note that
a
(T )
j = (1 + (j − 1)T )a

(T )
N−j+1,

and that

τj =
π(N − 2j)

2 + (N − 1)T

are double roots of G̃
(T )
N−1(τ).

In Fig.39 we display the plots of a few generalized Fejér polynomials (20).
T=1 coral, T=2 blue, T=3 green, T=4 red.

The classic Fejér polynomials are plotted for T=1 and T=2, however they
are shifted by π and π/2 correspondently because of the τ substitution. These
plots support the following

Conjecture B. The generalized Fejér polynomials

N∑
j=1

(−1)j−1a
(T )
j sin(1 + (j − 1)T )τ

are non-negative on [0, π].
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Fig. 39: Graphs of polynomials G̃
(T )
N−1(τ), T=1,2,3,4.

14 Conclusion

We list below what we were able to prove, and what we conjecture to be true.

(i) We were able to find the optimal coefficients for real multipliers in the
case of an equilibrium and 2-cycle T = 1, 2.

(ii) We were able to find the optimal coefficients for complex multipliers
with <(µ) < 0 in the case of an equilibrium T = 1.

(iii) We have found coefficients for real multipliers in the case of T -cycles,
T ≥ 3, which vastly improve the results obtained by using Alexander poly-
nomials. We conjecture that the discovered coefficients are optimal.

(iv) We have suggested improved coefficients for the complex multipliers
with <(µ) > 0. We don’t know whether they are optimal.
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(v) We have found a family of trigonometric polynomials that contains
Fejér polynomials as a particular case which we conjecture to be non-negative.

We believe that the developed techniques can also be useful in the attempts
to solve the second part of Hilbert’s 16th problem, which deals with the
number and location of limit cycles of a planar polynomial vector field of
degree n. The development of computational sciences made it possible to
employ computers in this matter, thus discretizing the problem and reducing
it to the problem of detecting of cycles of high periods in discrete settings,
which is the topic of this article.
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