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Column Space and Nullspace

If A is an m× n matrix, then the subspace of Rm spanned by the column vectors of
A is called the column space. The solution space of the homogeneous system of
equations Ax = 0, which is a subspace of Rn, is called the nullspace.

Definition: A system of equations Ax = b is consistent if there is a solution(s).

Theorem: A system of linear equations Ax = b is consistent if and only if b is in
the column space of A.

Example: Let Ax = b be the linear system−1 3 2
1 2 −3
2 1 −2
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Show that b is in the column space of A and express b as a linear combination of
the column vectors of A.

Solving the system by Gaussian elimination yields

x1 = 2, x2 = −1, x3 = 3

Since the system is consistent, b is in the column space of A. Moreover,
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Linear Transformations:
If T : V → W is a function between vector spaces, then T is called a linear
transformation from V to W if for all vectors u,v in V and all scalars c

(a) T (u + v) = T(u) + T(v) and (b) T(cu) = cT(u)

Example: Define the orthogonal projection of v onto w by projwv = (v ·w) w
||w||2 .

Then for a fixed w, T (v) = projwv is a linear transformation.

Example: Suppose that a linear transformation T : R3 → R4 maps

v =

xy
z

 to


x− y

0
2x + 3y + z

y + 4z


Find a matrix A such that T (v) = Av.
Answer : The required matrix is 

1 −1 0
0 0 0
2 3 1
0 1 4




