Preliminary Examination in Numerical Analysis

Jan. 7, 2015

Instructions:
1. The examination is for 3 hours.

2. The examination consists of ten equally-weighted problems. The first five cover Matrix
Theory and Numerical Linear Algebra and the last five cover Introductory Numerical Anal-
ysis

3. You may omit one problem (i.e. work nine out of the ten problems).




Problem 1. Show that a (real) orthogonal matrix that is also upper triangular must be diagonal.
What can be said about the diagonal elements?

Problem 2. Let @y, 23, -+, &, be floating point numbers. Prove that
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where € is the machine precision.

Problem 3. Let A, E ¢ R™" be symmetric matrices. If A is positive definite and || £z <
NA-1[|5 1, prove that A+ E is positive definite.
(Hint: prove first that I + F is positive definite if F' is symmetric and ||Flls < 1.)

Problem 4. Let A € R™*" and b € R™ (m > n). Let A = USVT be the singular value
decomposition of A, where
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with ¢ > +++ > o > 01is k& x k. Determine with proofs when the least squares problem
minge gn ||Az — blls has exactly one solution and when it has infinitely many solutions. Write
down the solution or the solution set.

Problem 5. Consider the following subspace iterations:

Algorithm: Input A and an orthogonal g € R"*P
Fori=10,1,2,.--- ,m—1
U = AQ;
U; = Qi1 Riy1 {QR-factorization)
End

After k iterations, prove that the columms of @) form an orthonormal basis that would be pro-
duced by applying the Gram-Schmidt orthogonalization process to the columns of ARQy.

Problem 6. Consider the modified Newton iteration for finding the roots of a function f 1 R — R,
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Assuming that f ¢ C'a,b], f'(z) > 0 for 2 € [a,b] and that f has only one root z. € [a,}],
determine a condition on a such that zx — 2. for any g € [g,b]. What is the asymptotic rate of
convergence? Is quadratic convergence possible?

Problem 7. Let 2p,. .., 2z, be distinct points with increasing values in the interval [a,b] and let
n

w(z) = H(fc — &)
i=0)
a) Show that w1 () = (n 4+ 1)!.

b) Suppose f is a function satisfying f(x;) = O for ¢ = 0,...,n and suppose f("'*l) is continuous
in [a,b] and f0 exists in (a,b). Show that there exists a £ in (a, b} with f ¢y = 0.




c¢) Let f be any function such that f® is continuous in [a, 8} and £ exists in (e, b). Let p
be the polynomial of degree at most n satisfying p(x;) = f(z;) for i = 0,...,n. Show that
for each z in [, b] there exists a £ in (a,b) with
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(Hint: Let 2 be different from any of the x;'s and consider
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Problem 8. Assuming that f € C?[a,b], show that the error for the midpoint rule is
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where 7 € [a, b].

Problem 9. Let m and k be a positive integers with & < m + 1 and let w be a polynomial of
degree m -+ 1 having distinet real roots g, ..., z,, satisfying
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for all polynomials p of degree up to k — 1, where @ < b. Show that there exists real numbers
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holds for all polynomials of degree up to m-+k&. (Hint: The case k£ = m-+1 is Gaussian quadrature.)

Problem 10. Recall that the truncation error for the trapezoid rule,

h
Yn+1 = Yn + —Q‘(f(anrl:ynJrl) + f(zn, yn)):
for solving the initial value problem y' = f{z,y) with y(0) = yg is

2
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for some &, € [%,,z,+1), where y is the solution of the initial value problem. Suppose that f
satisfies a Lipschitz condition

|f(1,,u) o f(:]},?)); < Ll'l.b - 'Ul,
where L is the Lipschitz constant, and that 3" (2)| < M for some positive constant M. Show
that the global error e,, = y(x,)} — yn satisfies the inequality
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Assuming eg = 0, deduce for a constant step size h > 0 satmfymg hl, < 2, that
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Hence the global error is O(h?).






