Preliminary Examination in Numerical Analysis

June 3, 2013

Instructions:
1, The examination is for 3 hours.

2. The examination consists of two parts, each consisting of six egually-weighted problems:
Part I: Matrix Theory and Numerical Linear Algebra
Part 1I: Introductory Numerical Analysis

3. You may omit one problem from Part I and one problem from Part IL




PART I - Matrix Theory and Numerical Linear Algebra
Problem 1. Assume that 4 and A — §A4 are invertible and [[At{[[64] < 1/2. Prove that

(A~ 64) — A7 (44 8a) A7) 154]
AT ( A )

where || - || is a matrix operator (or subordinate matrix) norm and £(4) = [A[]| A7

Problem 2. Let {7 be a nonsingular upper triangular matrix. Let & be the computed solution
to Uz =y in a floating point arithmetic using backward substitution. Prove that (U +6U)2 =y
for some §U with [§U] < (ne+ O(e Nl

(You may use the fact that fI{3 %, a;bs) = 3.0 aibi(1 + 6;) with &; < de + O(e?). )

Problem 3. Let A be an m x n full rank matrix with m > n and let

D

be its QR factorization, where R; is an n X n upper triangular matrix. For an m x k matrix B,
derive a method to solve

AX -B
min =

using the given QR factorization.

Problem 4. Let A € R™*™" and b € R™ (m > n). Let A = UZVT be the singular vatue

decomposition of A, where U = [uy, u2,++ ,um] and V = [v1, v, -+ , ¥p] are orthogonal and
51
%= ( ?‘ 8 ) € R™: %y =
Tk
with ¢y > +++ > op > 0. Determine when Az = b has no solution, exactly one solution, or

infinitely many solutions. Write down the solution or the solution set when it exists.

Problem 5. Assume that A € R™ ™ is diagonalizable, i.e. A = VAV ! where A = diag{A;, A2,
with [A1] > [Aal = --- = [Aal. If g € R™ is such that Vol = foq, 0, + 0] with oy # 0,
prove that the sequence of vectors generated by the power method with g as the initial vector
converges in direction to the eigenvector corresponding to A;.

Problem 6. For Ag € B"*™ and ¢ € C, consider the double shift QR ileration:
Ap~al = QiR
Ay = RiQr+ol,

Ay -3l = Q2R
Ay = Ro@Qa 81,

(7 is the complex conjugate of 0.} Show that Aj is similar to Ag and

(@1Q2)(RaRy) = Af — 2Re(0)Ag -+ o1 .

-




PART 2 - Numerical Analysis

Problem 7. Suppose that f € C%°(R) has a roof at r, and that D) =0for 0 <j <k, but
&) (#) #£ 0. Show that, if zg is sufficiently close to r, then the modified Newton iteration,

kf(zn)

mn-l—l =Tn — f,(m ) 1
n

will converge (at least) quadratically to r, with

Tptl — T . f(k-H)(?”)
(@n —1)2 " E(k+1)FB(r)

(Note that the case k = 1 corresponds to the standard Newton iteration.)
Problem 8, Consider the initial value problem
y'(t) = flty() fort€a,d] , wla)=7,

which is- discretized using the classical fourth-order Runge-Kutta method (RK4):

Ky = f(tryx)

Ko = f(tg + /2,y + hEK1/2)

K3 = f(tp +h/2,u + hK2/2)

Ky = ftr + h,ye + hKs)

Yk+1 = Yx + (K7 + 2Kq + 2K3 + Ky)/6

where h=(b—a)/N and ty =a+kh, 0 <E SN,

1. Show that, if f{¢,7) = g(t), then RI4 can be derived using Simpson’s rule to approximate
the integral in

238
Yltesr) = ylte) + ft g{tydt .

2. Assuming that g is sufficiently smooth, show thag, if yx = y(#x), then ly(fr41) — vksal =
O(R®).

Problem 9. Suppose w € C{a,b) is such that

b
(frg) = j f(@)g(a) w(z) do

defines an inner-product on C[a,b], and that {p, : n > 0} is a family of polynomials which are
orthogonal with respect to {-,-), with deg(p,) = n. Let {zx : 1 <k < n} be the (distinct) roots
of p,, and define

n

b T — X5
oy = f £u(z)o(z) d where £(a) = 3131 e
i#k




Prove that, for any polynomial f of degree < 2n — 1,

b n
f FEw(@)dz =3 wrf(ar)
a k=i

Problem 10. Suppose that y € C?[a, b] satisfies

v(t) = flty(t) fort € fa,b) , wla) =17

where | f(t,v) — f(t,w)| < L|v —w| on R = [a,b] x R for some finite L > 0, Given h = (b —a)/N
and ty = a + kh, 0 < k < N, we define yp = v and ypy; = 4 + Rf(tirt, Yeg) for 0 < k< N.
Argue that, if Lh < 1,

Lhy*

ly(tx) — el < (‘i:—il

oL ily”IELoo{a,b}) h o for 0<SE<N,

Problem 11. Let g{z) = cos(z) + 1/2.

1. Show that there is an r such that, if any 2 € R is given and z,41 = g(&,) for n > 0, then
Ty —> 7.

2. Provide a specific v € (0,1) such that |zn41 7] < )z —r| for n suﬂ‘imently large, regardless
of the choice of zg.
Problem 12. Below are convergence histories, given in columns, of three different approximations
of f f(z}dz using a uniform composite rule of mesh-size h:
A) The midpoint rule when f € C*-1,1].
B) Simpson’s rule when f(z) = v/3 — 22,
C) Simpson’s rule when f{z) = +/1 — a2,

The first column contains the mesh-size h. Label each of the final three coiumns with the method
(A,B,C) which best fits the observed convergence behavior. You do not need to show work for
this problem.

h .
2.0000e+00 2.3746e-01 8.4426e-03 1,7355e-01
1.0000e+00 -8.2762e~02 8.1470e-04 4.6537e-02
5.0000e-01 2.8999e-02 6.2395e-05 1.1917e-02
2.5000e-01 1.0202e-02 4.1940e-06 2.9998e-03
1.2600e~01 3.5976e-03 2.6774e-07 7.5130e-04
6.26006-02 1.2702e-03 1.6827e-08 1.8791e-04
3.1260e-02 4.4879¢-04 1.0632e-09 4.6983e-05
1.5625e-02 1.5862e-04 6.5848e-11 1.1746e-05
7.8126e-03 5.,6070e~-05 4.1163e-12 2.93658-06
3.9062e-03 1.9822e-056 2.58%0e-13 7.3414e-07
1.9531e-03 7 1.6875e-14 1

.0079e-06 .83b3e~-07
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