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Abstract

We investigate the notion of cyclicity for convolutional codes as it has been introduced
in the papers [19, 22]. Codes of this type are described as submodules of F[z]n with
some additional generalized cyclic structure but also as specific left ideals in a skew
polynomial ring. Extending a result of [19], we show in a purely algebraic setting that
these ideals are always principal. This leads to the notion of a generator polynomial
just like for cyclic block codes. Similarly a parity check polynomial can be introduced
by considering the right annihilator ideal. An algorithmic procedure is developed
which produces unique reduced generator and parity check polynomials. We also
show how basic code properties and a minimal generator matrix can be read off from
these objects. A close link between polynomial and vector description of the codes is
provided by certain generalized circulant matrices.
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1 Introduction

Convolutional codes (CC’s) and block codes are the most widely used types of codes in
engineering practice, a fact which leads to a continuing need for a thorough mathematical
basis for the design of useful codes. In consequence, coding theory has become one of
the various young branches of mathematics which are attractive because of the active
interplay between sophisticated engineering inventions and high level mathematics. This
is particularly true for the theory of cyclic block codes.

The algebraic theory of CC’s was initiated mainly by the articles of Forney [4] and Massey
et al. [16, 17], and, as can be seen from the books [12, 20] and the article [18], a lot of
material has been accumulated since. In the last decade Rosenthal and co-workers began a
successful project, dedicated to a better and deeper mathematical understanding of CC’s
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by exploiting more systematically the existing links to control theory, see [24, 26, 23]. Yet,
up to now the mathematical theory of CC’s is not nearly as developed as that of block
codes. This gap is even larger when it comes to the notion of cyclicity. Despite the well-
known and frequently exploited efficiency of cyclic block codes, almost nothing is known
about cyclic structures for convolutional codes and their possible impact on applications.

In 1976 Piret showed in his fundamental paper [19] how cyclicity has to be understood
for CC’s and laid the basis for a mathematical theory of cyclic CC’s. The first important
discovery of Piret was that classical cyclicity — as common for block codes — is trivial
for CC’s (see Proposition 2.7 in the next section). He also showed that a more sophisti-
cated “graded cyclicity” leads to interesting examples of good convolutional codes, some
of which can be found in [19, Sect. IV] and in [9]. His second main discovery was that
irreducible graded cyclic CC’s can algebraically be described by one-sided principal ideals
in a noncommutative algebra A[z;σ]. This algebra will be introduced in the next section.
For the moment we only mention that A[z;σ] is equal to A[z] as a left F[z]-module where
A ∼= F[x]/(xn − 1), F is a finite field and n is the length of the code. Only the multipli-
cation in the algebra A[z;σ] is quite different from the ordinary one. It depends on an
F-automorphism σ of A and is typically non-commutative.

The results of Piret indicate a surprising analogy to the theory of block codes where cyclic
codes are described as principal ideals, see [15, 1], with the only difference that the latter
are in the commutative ring A.

Shortly after Piret, a thorough analysis of his results was undertaken by Roos [22] in a
module theoretic framework, avoiding thereby cumbersome matrix manipulations. At the
same time Roos considerably extended Piret’s notion to what will be called σ-cyclicity
later on in this paper. But apart from this, no substantially new results could be added
and Piret’s idea of a generating polynomial [19, Thm.3.10] could not be incorporated.
Furthermore, Roos’ results are partly non-constructive.

After the work of Piret and Roos no substantial effort has been made towards a concise
mathematical description of cyclic CC’s — as far as we know. This may partly be due to
the limited mathematical readership of the journals in question and to the circumstance
that Piret’s article is quite cumbersome to read.

Yet, we think that this topic is worth being investigated in more detail. We realized that
Piret’s results may serve as a good basis for a theory of σ-cyclic CC’s, which we would like
to re-initiate with this paper. Although we do not consider distance properties of cyclic
CC’s, we will present the exact free distance of all codes constructed in the examples.
Moreover, in the paper [8] plenty of cyclic CC’s are presented, all of which have optimal
distance with respect to their parameters. This way we hope to indicate that the big class
of σ-cyclic CC’s contains quite some good codes and, therefore, deserves to be investigated
further.

We proceed with an outline of the paper. In Section 2 we will trace the steps which
lead to the definition of σ-cyclicity for CC’s. We think it is worthwhile recalling also the
original idea of Piret before going into the more general setting initiated by Roos. We will
construct the (generalized) Piret algebra A[z;σ] and develop the representation of σ-cyclic
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CC’s as left ideals in A[z;σ]. As the Piret algebra is based on an automorphism σ of A,
we have to collect some information about the group of automorphisms of A and about
how the structure of the Piret algebra depends on σ. This will be done in Section 3. In
Section 4 we give an algebraic and extended version of Piret’s main result which states
that σ-cyclic CC’s are left principal ideals in A[z;σ]. Thereafter we investigate as to what
extent a generator of a left ideal in A[z;σ] is unique and in Section 5 we show how this
unique generator can be computed by means of a finite algorithmic procedure. The basic
algebraic tool for these sections is a decomposition of the Piret algebra by idempotents
of A and a reduction procedure based on a monomial order of the skew polynomials. In
Section 6 we introduce a new type of non-commuting σ-circulant matrices along with a
thorough investigation of their properties. These matrices are just the proper medium
for the interplay between left ideals together with their principal generators on the one
side and CC’s as submodules of F[z]n along with their generating matrices on the other.
They also turn out to be a canonical, yet nontrivial, generalization of classical circulants
as they are common in the theory of cyclic block codes. This becomes in particularly
clear when we derive our results on generator and parity check polynomials and dual
codes in Section 7. Indeed, we arrive at a scenario very similar to that of cyclic block
codes. The notion of a parity check polynomial is also included in this framework, it is
obtained via (right) annihilator ideals in the Piret algebra. Beyond this algebraic structure,
convolutional coding requires to also discuss some other properties and invariants of the
codes, as there are non-catastrophicity, minimal generator matrices and the complexity
(overall constraint length) of the given code. All these issues can nicely be dealt with in
our algebraic context. As it turns out, the reduced principal generator polynomials for
left ideals in A[z;σ], as constructed in Section 4 and 5, also suits well when it comes to
the properties of the associate circulant matrix. The latter leads in a canonical way to
a basic minimal generator matrix of the given code, and, consequently, the complexity
can be computed in terms of the generator polynomial. In order to derive these results
one has to combine the techniques for circulant matrices with the algebraic methods from
Section 3– 5. In the final Section 8 we give a short outline of several future research topics.

2 What is a cyclic convolutional code?

In this section we will shortly recall the basic definitions and properties of convolutional
codes and cyclic block codes and then develop — along the lines of the articles [19, 22] —
the notion of a cyclic convolutional code.

Throughout this paper, F denotes a fixed finite field and n a positive integer such that

the characteristic of F does not divide n. (2.1)

The number n is going to be the length of the code and (2.1) is the familiar assumption
from the theory of cyclic block codes guaranteeing that the polynomial xn− 1 factors into
different prime polynomials over F.

As is well-known, a block code is simply a subspace of the vector space Fn. Analogously,
convolutional codes are direct summands of F[z]n. Of course, only additional properties
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single out the codes which are relevant for applications. Before presenting the according
notions, we first collect some basic facts about submodules and direct summands of F[z]n.

As usual in coding theory, all vectors are regarded as row vectors, thus

F[z]n := {(v1, . . . , vn) | vi ∈ F[z] for i = 1, . . . , n}.

Consequently, images and kernels of matrices will always denote left images and left ker-
nels. The following facts will be used freely.

Proposition 2.1
Let V be a submodule of F[z]n.

(a) V has a finite basis and all bases of V have the same length, called the rank of V .

(b) If v1, . . . , vr ∈ F[z]n form a generating set of V , then V = im M := {uM | u ∈ F[z]r}
where

M :=

v1
...
vr

 ∈ F[z]r×n. (2.2)

We call M a generating matrix of V .

(c) Let P ∈ F[z]r×r and M as in (b). Then V = im (PM) ⇐⇒ P is invertible over F[z].

The following properties about direct summands are easily obtained from linear algebra
over the Euclidean domain F[z].

Proposition 2.2
Let V ⊆ F[z]n be a submodule and v1, . . . , vr ∈ F[z]n a generating set of V . Put M ∈
F[z]r×n as in (2.2). Then the following are equivalent.

(1) V is a direct summand of F[z]n.

(2) Any basis of V can be completed to a basis of F[z]n.

(3) The Smith-form of M is given by
(

Ik 0
0 0

)
, where k is the rank of V .

(4) If v1, . . . , vr is a basis of V (equivalently, if r is the rank of V ), then M is right
invertible over F[z].

(5) For all v ∈ F[z]n and all λ ∈ F[z]\{0} one has

λv ∈ V =⇒ v ∈ V. (2.3)

(6) There exists some matrix N ∈ F[z]n×l such that V = kerN := {v ∈ F[z]n | vN = 0}.
(7) For all submodules W ∈ F[z]n having the same rank as V one has

V ⊆ W =⇒ V = W.

A matrix M with property (3) will be called basic.

For the definition of Smith-forms see e. g. [6, p. 141] or [11, Sec. 3.7].

A convolutional code is simply defined to be a direct summand of F[z]n. But of course
only various additional notions lead to useful coding theoretical concepts.

4



Definition 2.3
(1) A convolutional code (CC) of length n and dimension k is a direct summand C of

F[z]nof rank k.

(2) Any generating matrix G ∈ F[z]k×n having rank k of C is called a generator matrix or
encoder of C. Hence

C = im G = {uG | u ∈ F[z]k}

and the vector uG ∈ F[z]n is said to be the codeword associated with the message
word u ∈ F[z]k.

(3) A matrix H ∈ F[z]n×(n−k) satisfying C = kerH = {v ∈ Fn | vH = 0} is said to be a
parity check matrix of the code C.

(4) The maximal degree of the k-minors of an encoder G is called the (encoding) com-
plexity of the code. A code of complexity zero is said to be a block code.

We need to make some comments. So far no uniform notation has been established in the
literature for what we call complexity. Often different phrases are used, for instance overall
constraint length [4, p. 721], [12, p. 55] (and many others papers), constraint length [13,
p. 1616], degree [18, Def. 3.5], or code degree [10, p. 663]. The last two would easily lead to
confusion in the course of our paper where different types of degree will naturally occur.
Piret [20, Def. 2.7] defines complexity in a way equivalent to our definition and, e. g., to
the one in [24, p. 1885]. It seems that the phrase complexity (or encoding complexity)
best expresses the hardware meaning of this number. It reflects the complexness of the
encoding process in the sense of the minimal number of memory elements needed. As
for the other notions in the definition above, notice that each code has a generator and a
parity check matrix. The parity check matrix always has rank n − k. We would like to
point out the difference between a generator matrix and a generating matrix in the sense
of Proposition 2.1: the latter one need not have full rank and therefore is not suitable as
an encoder. However, we will need this notion, since certain square (singular) generating
matrices naturally arise in our investigations of cyclic convolutional codes. Of course, one
can always constructively obtain a (full rank) generator matrix out of these matrices by
computing for instance the Hermite normal form. But in our specific context a better way
to a generator matrix will be shown in Section 7.

Remark 2.4
(1) In Definition 2.3 we adopt the viewpoint that codewords and message words are finite

sequences rather than infinite ones, the latter being slightly more common in convolu-
tional coding theory; see [24] for a discussion of this subtle difference. The codewords
and messages are therefore represented by polynomials rather than by Laurent series
from F((z)). But in any case, even if Laurent series are admitted, the encoders are
always polynomial matrices exactly as in Definition 2.3, see, e. g., [4, 18]. Moreover,
there is a one-one correspondence between CC’s in the sense of Definition 2.3 and
CC’s as subspaces of F((z))n with a polynomial generator matrix.

(2) It is well-known that the complexity does not depend on the choice of the encoder.
Furthermore, from the theory of minimal bases (see [5]) it follows that a code has
complexity zero if and only if it has a constant encoder. Thus, in this case the code
behaves just like a block code.
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Some of our investigations will hold under weaker assumptions, which are closely related
to the following concepts of coding theory.

Definition 2.5
Let V be a submodule of F[z]n. Then

(a) V is called non-catastrophic if (2.3) is satisfied for all v ∈ F[z]n and all λ ∈ F[z]\zF[z].
(b) V is called delay-free if (2.3) is satisfied for all v ∈ F[z]n and λ = z.

A non-catastrophic and delay-free submodule is, by definition, a convolutional code, see
Proposition 2.2(5).

A first indication for the quality of a code is given by its free distance defined as follows,
for details see also [12, Ch. 3].

Definition 2.6
(a) The weight of the word v =

∑N
ν=0 vνz

ν ∈ F[z]n is defined as wt(v) :=
∑N

ν=0 wt(vν)
∈ N0, where wt(vν) denotes the Hamming weight of the constant vector vν ∈ Fn.

(b) The free distance of a code C ⊆ F[z]n is defined as dfree(C) := min{wt(v) | v ∈ C\{0}}.

In our examples we will often state explicitly the free distance of the code under investiga-
tion. Although we do not investigate the free distance of a cyclic convolutional code in this
paper, we think it worthwhile computing the distance in order to have a more complete
picture of the codes in question. Most of these computations have been done with the
help of MAPLE.

Now we turn to the notion of cyclicity. A block code C ⊆ Fn is said to be cyclic if it is
invariant under the cyclic shift, that is, if

(v0, . . . , vn−1) ∈ C =⇒ (vn−1, v0, . . . , vn−2) ∈ C (2.4)

or, equivalently, if
CS ⊆ C (2.5)

where

S =


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
1 0 · · · 0

 ∈ Fn×n. (2.6)

An important tool in the theory of cyclic block codes is the so-called polynomial repre-
sentation. It is based on the F-isomorphism

p : Fn −→ A, v = (v0, . . . , vn−1) 7−→ p(v) =
n−1∑
i=0

vix
i,

where A := F[x]/〈xn − 1〉 is displayed in the canonical way

A = {f ∈ F[x] | degf < n} with multiplication modulo xn − 1.
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The inverse of p will be denoted by v. The map p translates the cyclic shift into multipli-
cation by x. As a consequence, a cyclic block code C can now be represented as an ideal
p(C) in A and vice versa; in other words,

a block code C is cyclic if and only if
[
a ∈ p(C) =⇒ xa ∈ p(C)

]
. (2.7)

For later use we immediately extend p to all of F[z]n via

p : F[z]n −→ A[z],
∑
ν≥0

zνvν 7−→
∑
ν≥0

zνp(vν). (2.8)

The map p is an isomorphism of left F[z]-modules with inverse v := p−1.

It would be quite natural to define cyclicity of convolutional codes just like for block codes,
that is, by requiring invariance as in (2.4). But already in [19, Thm. 3.12] and [22, Thm.6]
the following important observation has been made.

Proposition 2.7
Let C ⊆ F[z]n be a code satisfying (2.4) for all (v0, . . . , vn−1) ∈ F[z]n. Then C is a block
code.

This result will appear as a special case in Proposition 3.4. However, we include an
independent and elementary linear algebraic proof at the end of this section.

The negative result of Proposition 2.7 has led Piret [19] to a more general and complex
notion of cyclicity for convolutional codes. Instead of shift-invariance of C under the shift-
matrix S from (2.6), which would require

∑d
ν=0 zνvνS ∈ C, whenever

∑d
ν=0 zνvν ∈ C,

Piret introduced a kind of graded quasi-cyclicity. Precisely, he called a convolutional
code C cyclic, if there exists some m, which is coprime to the length n of the code, such
that ∑

zνvν ∈ C =⇒
∑

zνvνS
(mν) ∈ C. (2.9)

In polynomial language, i. e. in the polynomial ring A[z], this translates into∑
zνp(vν) ∈ p(C) =⇒

∑
zνx(mν)p(vν) ∈ p(C). (2.10)

The coprimeness of the integers m and n guarantees not only that the minimal polynomial
of Sm is the same as that of S, that is xn − 1, but also that the map x 7−→ xm induces
an F-automorphism of A. This allows to introduce an F-algebra structure on the left
F[z]-module A[z] which naturally extends the algebra A. The details of the construction
will be explained below.

Piret’s notion of cyclicity has been generalized by Roos [22] in a natural way to arbitrary
F-automorphisms σ of A. We propose the name σ-cyclicity, since later on different au-
tomorphisms will have to be considered simultaneously. In the following definition we
introduce this notion for arbitrary submodules of F[z]n.
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Definition 2.8
Let AutF(A) denote the group of all F-algebra automorphisms on A and let σ ∈ AutF(A).
A submodule C of F[z]n is called σ-cyclic if

g =
d∑

ν=0

zνgν ∈ p(C) =⇒ x ∗σ g :=
d∑

ν=0

zνσν(x)gν ∈ p(C). (2.11)

Consequently, a σ-cyclic convolutional code (σ-CCC) is a σ-cyclic direct summand of F[z]n.

In [22], Equation (2.11) was extended to a left F[z]-module structure on A[z], which then
was used to investigate in great detail the structure of σ-CCC’s. Unfortunately, generator
polynomials as constructed by Piret could not be incorporated in this setting. It seems to
be more helpful to use ∗σ for a non-commutative ring structure on A[z] as follows.

Definition 2.9
Let σ ∈ AutF(A). We define the product of g =

∑
ν≥0 zνgν and h =

∑
µ≥0 zµhµ ∈ A[z] by( ∑

ν≥0

zνgν

)
∗σ

( ∑
µ≥0

zµhµ

)
:=

∑
λ≥0

zλ
∑

ν+µ=λ

σµ(gν)hµ.

A[z] equipped with the multiplication ∗σ will be denoted by A[z;σ] and often be abbrevi-
ated by R. We call A[z;σ] a Piret algebra (with parameters q = |F|, n, σ).

Observe that multiplication in A[z;σ] is simply an extension of the (commutative) multi-
plication in A together with the rule

a ∗σ z = z ∗σ σ(a) for all a ∈ A. (2.12)

In particular we have
λ ∗σ z = z ∗σ λ for all λ ∈ F

and therefore we obtain the usual product whenever the left factor is in F[z]; precisely,( ∑
ν≥0

zνgν

)
∗σ

( ∑
µ≥0

zµhµ

)
=

∑
λ≥0

zλ
∑

ν+µ=λ

gνhµ for all
∑
ν≥0

zνgν ∈ F[z] and
∑
µ≥0

zµhµ ∈ A[z].

Notice that we put the z-coefficients always to the right of z. This is, of course, a matter
of choice, but the explicit form of the non-commutative product ∗σ highly depends on it.
Using the multiplication rule (2.12) the coefficients can always be shifted to the left of z
if a suitable power of σ−1 is applied. One should always bear in mind that a monomial
zνa, a ∈ A, can also be read as zν ∗σ a.

The notation A[z;σ] is common in the theory of skew polynomial rings over integral
domains, see for instance [2, p. 438]. In our setting A[z;σ] typically has many zero divisors
and — as we will see later — many nonconstant units.

The discussion above leads directly to a nice skew polynomial representation for σ-cyclic
submodules.
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Observation 2.10
(a) A[z;σ] is an F-algebra which, at the same time, carries a canonical left F[z]-module

structure. The algebra A[z;σ] is non-commutative whenever the automorphism σ is
not the identity on A.

(b) A submodule C of F[z]n is σ-cyclic if and only if its polynomial version p(C) is a left
ideal in A[z;σ].

(c) It is worthwhile noting that A[z;σ] also carries a canonical right F[z]-structure. This
is even more obvious than the left F[z]-module structure since in the multiplication
∗σ the automorphism σ acts only on the left factor.

Example 2.11
Let F = F4 = {0, 1, α, α2} and n = 3.
(1) We choose the automorphism σ given by σ(x) = α2x (it will be explained in Exam-

ple 2.13 below that this indeed induces an automorphism on A). We wish to find the
smallest σ-CCC C containing the codeword

v := (1 + z + z2, α + z + α2z2, α2 + z + αz2) ∈ F[z]3.

First of all, p(C) has to contain the left ideal in A[z;σ] generated by the polynomial

g := p(v) = 1 + αx + α2x2 + z(1 + x + x2) + z2(1 + α2x + αx2).

One calculates

x ∗σ g = α2 + x + αx2 + zα2(1 + x + x2) + z2(α2 + αx + x2) = α2g

and thus x2 ∗σ g = αg. Furthermore, one easily checks that the matrix

G :=
[
1 + z + z2, α + z + α2z2, α2 + z + αz2

]
is basic and therefore C = im G is the smallest σ-CCC containing the word v above.
This code happens to be quite a good one, since one can show that dfree(C) = 9, which
is the maximum value for the free distance of any one-dimensional code of length 3
and complexity 2, see [25, Thm. 2.2]. Hence C is an MDS-code in the sense of [25,
Def. 2.5].

(2) Let us also consider the situation in (1) with the automorphism σ = id. In this
case multiplication by x simply corresponds to the usual cyclic shift and therefore the
smallest σ-CCC C′ containing v has to satisfy

C′ ⊇ im G′, where G′ :=

 1 + z + z2 α + z + α2z2 α2 + z + αz2

α2 + z + αz2 1 + z + z2 α + z + α2z2

α + z + α2z2 α2 + z + αz2 1 + z + z2

 .

Since det G′ 6= 0, the code C′ is 3-dimensional and, by Proposition 2.2(7), it follows

C′ = im I3 = F[z]3.

Hence C′ is a (trivial) block code and we encounter an example of the result in Propo-
sition 2.7.
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(3) In the paper [21] Piret gave a class of unit memory convolutional codes based on Reed-
Solomon block codes. One can show that these codes are all σ-cyclic with respect to
the automorphism given by σ(x) = xn−1.

(4) Finally, we would like to mention the class of convolutional codes constructed in the
paper [27]. Just like the codes in [21] they are based on cyclic block codes and,
therefore, have a generator matrix with a type of row-wise cyclic shift structure. Yet,
they are in general not σ-cyclic with respect to any automorphism σ. 2

As has been explained above, Definition 2.9 and Observation 2.10 basically go back to [19],
with the only difference that in [19] only monomial automorphisms are considered, i. e.
automorphisms σ, where σ(x) = xm for some m ∈ N. It is easy to see that the set
{m | 1 ≤ m ≤ n−1, gcd(m,n) = 1} leads to all monomial automorphisms. Note also that
for every n, the choice m = n− 1 produces the automorphism given by σ(x) = x−1.

Remark 2.12
Definition 2.8 extends cyclicity of block codes in the sense of (2.7). One can also express
σ-cyclicity solely in terms of vector polynomials, i. e., without resorting to the identifica-
tions p and v. This yields a generalization of cyclic block codes in the sense of (2.4). Since
this is more easily understood after some appropriate objects have been defined, we will
postpone this description to Observation 7.1. At this point one should simply note that
for σ = id one has

v
(
x ∗σ p(v)

)
= vS for v ∈ F[z]n

(the usual cyclic shift) and in this case the map v 7→ v
(
x ∗σ p(v)

)
on F[z]n is F[z]-linear.

For σ 6= id this is no longer true, due to non-commutativity of A[z;σ].

Example 2.13
The above raises the question as to how the group AutF(A) looks like. A very simple,
but tedious way of finding all automorphisms is as follows. First of all, notice that any F-
algebra automorphism σ is fully determined by the value of σ(x) in A. Secondly, since xn =
1 and 1, x, . . . , xn−1 are linearly independent over F, the same has to be true for a := σ(x) ∈
A. Furthermore, it is easy to see that each element a ∈ A such that 1, a, . . . , an−1 are
linearly independent and an = 1 uniquely determines an automorphism σ ∈ AutF(A) via
σ(x) = a. Of course, a = x corresponds to σ = id. Applying this for instance to the case
F = F4 = {0, 1, α, α2} and n = 3 leads to six automorphisms given by

a ∈ {x, x2, αx, α2x, αx2, α2x2}.

In the next section a more sophisticated and detailed investigation of the group AutF(A)
will be presented.
For an example of the non-commutativity of A[z;σ] take e. g. the isomorphism σ given
by σ(x) = αx. Then x2 ∗σ z = z ∗σ σ(x2) = z ∗σ α2x2. 2

In the rest of this paper we will omit the symbol ∗σ in the skew multiplication of Defini-
tion 2.9. Precisely,

gh := g ∗σ h for all g, h ∈ A[z;σ]. (2.13)
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This won’t cause any confusion since the Piret algebra under investigation will always be
clear from the context.

Since we will often switch between σ-cyclic submodules of F[z]n and their counterpart as
left ideals in the Piret algebra, the following will be very convenient. Notice that we make
use of the notation in (2.13).

Observation 2.14
Let σ ∈ AutF(A). A left ideal J of A[z;σ] is called non-catastrophic (resp. delay-free)
if v(J ) is a non-catastrophic (resp. delay-free) submodule of F[z]n. Since p and v are
F[z]-linear mappings, this is equivalent to

J is non-catastrophic ⇐⇒
[
∀ g ∈ A[z;σ] ∀ λ ∈ F[z] \ zF[z] : λg ∈ J =⇒ g ∈ J

]
,

J is delay-free ⇐⇒
[
∀ g ∈ A[z;σ] ∀ k ≥ 1 : zkg ∈ J =⇒ g ∈ J

]
,

J is a direct summand of A[z;σ]⇐⇒
[
∀ g ∈ A[z;σ] ∀ λ ∈ F[z]\{0} : λg ∈ J =⇒ g ∈ J

]
,

where a direct summand is understood in the context of left F[z]-modules. Recall that J
is a direct summand if and only if v(J ) is a convolutional code.
We will also need the corresponding notions for right ideals, in which case, of course, λg
and zkg have to be replaced by gλ and gzk, respectively. In this case, one has to recall
from Observation 2.10 that A[z;σ] is also a right F[z]-module.

We conclude this section with a direct proof of Proposition 2.7.

Proof: By assumption CS ⊆ C, where S is as in (2.6). The minimal polynomial of S is
given by xn− 1. Let xn− 1 = π1 · · ·πr be the factorization into prime polynomials, which
are, due to (2.1), pairwise different. Then we obtain the decomposition

F[z]n = kerπ1(S)⊕ · · · ⊕ ker πr(S)

of F[z]n into F[z]-submodules which are minimal S-invariant direct summands. Since C
itself is a direct summand, too, we similarly obtain

C =
⊕
i∈T

ker πi(S), where T = {i | ker πi(S) ∩ C 6= {0}}.

Since FnS = Fn, the F[z]-submodules kerπi(S) are generated by ker πi(S) ∩ Fn and this
leads directly to a constant generating matrix and thus to a constant encoder for C. By
Definition 2.3(4) the complexity is zero, i. e. C is a block code . 2

3 Basic information on F-automorphisms of A[z; σ]

As is clear from the last section, in order to get access to all σ-cyclic convolutional codes,
it is necessary to have precise information on the group AutF(A). In particular, it will
be advantageous to describe the action on the components of A = F[x]/〈xn − 1〉 when
represented as a cartesian product of fields. We now give this information as far as
absolutely necessary and for reasons of space only partially with proofs.
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Under the assumption (2.1) we know that the normalized factors πi ∈ F[x] of the prime
factor decomposition

xn − 1 = π1 · . . . · πr (3.1)

are pairwise different. We order the prime polynomials such that

deg π1 = · · · = deg πr1 < · · · · · · < deg πr1+···+rs−1+1 = · · · = deg πr1+···+rs

where r1 + · · ·+ rs = r.

The most natural and constructive way to represent and decompose the F-algebra A is as
follows. Let

A := {f ∈ F[x] | deg f < n} with multiplication modulo xn − 1 (3.2)

and for 1 ≤ k ≤ r let

Kk := {f ∈ F[x] | deg f < deg πk} with multiplication modulo πk. (3.3)

Then Kk
∼= F[x]/〈πk〉 is a finite Galois extension of F of dimension [Kk : F] = deg πk.

Denote by %k(a) ∈ Kk the remainder of a ∈ F[x] when dividing by πk. By means of the
Chinese remainder theorem the map

% : A −→ K1 × · · · ×Kr, a 7−→ [%1(a), · · · , %r(a)] (3.4)

is an isomorphism of rings, where the cartesian product is endowed with component-wise
addition and multiplication. The isomorphism % can be computed easily and it induces an
isomorphism of the respective automorphism groups. Therefore, in this section we assume
from now on that

A = K1 × . . .×Kr. (3.5)

The basic properties of the ring A which we will use in the following reflect the fact that A
is a semi-simple ring. The canonical F-basis vectors

ε(k) = [δk,j ]1≤j≤r = [0, . . . , 0, 1, 0, . . . , 0], where the 1 is at the k-th position, (3.6)

are at the same time the uniquely determined primitive and pairwise orthogonal idem-
potents of A. Recall that an idempotent is called primitive if it cannot be written as a
nontrivial sum of orthogonal idempotents. We call

K(k) := ε(k)A = 0× · · · ×Kk × · · · × 0 (3.7)

the k-th component of A. Each component of A is a field, since of course K(k) ∼= Kk. In
particular one has for all a, b ∈ A the rule

aε(k)b = 0 =⇒ aε(k) = 0 or ε(k)b = 0. (3.8)

Any ideal of A is readily seen to be of the type

r∑
k=1

Uk where Uk ∈ {{0},K(k)} for 1 ≤ k ≤ r.

12



Two components K(k) and K(l) are isomorphic if and only if deg πk = deg πl. Therefore
up to a further, usually non-unique, automorphism we can even assume from now on that

A = L1 × · · · × L1︸ ︷︷ ︸
r1

× · · · · · · × Ls × · · · × Ls︸ ︷︷ ︸
rs

= Lr1
1 × · · · × Lrs

s (3.9)

where the field Lj is isomorphic to K∑j−1
k=1 rk+1

∼= · · · ∼= K∑j
k=1 rk

and, as a consequence,
L1, . . . , Ls are pairwise non-isomorphic. In particular

∑s
k=1 rk = r.

Let us now consider the F-automorphisms of A. One first observes that for an automor-
phism σ ∈ AutF(A) necessarily σ(K(k)) = K(l) for some l. Thus σ acts as a permutation
on the set K = {K(1), . . . ,K(r)} of components of A and K is the disjoint union of cycles
determined by σ. All fields in one cycle must have the same degree over F and therefore
are isomorphic. Therefore σ can only permute those components of A which correspond
to one of the fields Lj for a fixed j in the decomposition (3.9). On the other hand, any
such type of permutation together with automorphisms of the components induces an F-
automorphism of A and it can be shown that there are no further automorphisms. This
is the main information of the following fundamental theorem.

Theorem 3.1
For 1 ≤ j ≤ s let Gj := AutF(Lj). Let furthermore Sr1,...,rs be the subgroup of the group
Sr of permutations of {1, . . . , r}, which leaves all sets

{1, . . . , r1} , . . . , {
∑s−1

k=1 rk + 1, . . . ,
∑s

k=1 rk︸ ︷︷ ︸
=r

}

invariant. Then
AutF(A) ∼= (Gr1

1 × · · · ×Grs
s ) ◦ (Sr1,...,rs), (3.10)

where ◦ is defined as(
(γ1, . . . , γr) ◦ β

)
[a1, . . . , ar] =

[
γ1(aβ(1)), . . . , γr(aβ(r))

]
for all [a1, . . . , ar] ∈ Lr1

1 × · · · × Lrs
s .

Note that the group on the right hand side of (3.10) is the automorphism group of A in
the representation (3.9). Of course, one has to incorporate the various isomorphisms in
order to obtain the automorphism group of A in the description of (3.5) or (3.2). We
will describe this translation in detail via an example below. The representation in (3.10)
is an instance of the wreath product. In [28] one can find in a more general situation a
result (without proof) from which Theorem 3.1 could be deduced. For our purposes a
direct proof of the Theorem is preferable and not very difficult in the concrete context as
developed before Theorem 3.1. However, we skip the proof for the sake of brevity. As an
immediate consequence we obtain a formula for the number of automorphisms on A.

Corollary 3.2
Let the data be as in (3.1) and (3.9). Define l1 := 1 and li := r1 + . . . + ri−1 + 1 for
i = 2, . . . , s. Then |AutF(A)| = (deg πl1)

r1 · · · (deg πls)
rsr1! · · · rs!.
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The advantage of Theorem 3.1 is that it provides us with a very systematic and well-
organized list of the automorphisms on A in the representation (3.9). However, for the
investigations of cyclic codes in Section 6 and thereafter, we will need the F-automorphisms
for the ring A as given in (3.2), i. e. for σ ∈ AutF(A) we will need to know the value
σ(x) ∈ A, which completely determines σ. In order to find this representation of σ one
has to incorporate an isomorphism leading from (3.2) to (3.9). This is illustrated in
Example 3.3(b) below.

Example 3.3
(a) Let F = F4 = {0, 1, α, α2} and n = 3. Then we compute xn − 1 = π1π2π3 where

π1 = x+1, π2 = x+α and π3 = x+α2. In this case s = 1, r1 = 3, and L1 = F. Thus
Corollary 3.2 gives us r1! = 6 automorphisms, which are also given in Example 2.13.
They all arise from pure permutations of the components.

(b) Let F = F4 as before and n = 5. In this case

x5 − 1 = (x + 1)(x2 + αx + 1)(x2 + α2x + 1)

and we find s = 2, r1 = 1, r2 = 2, L1 = F, L2
∼= F16. Furthermore

K1 = F[x]/〈x + 1〉, K2 = F[x]/〈x2 + αx + 1〉, K3 = F[x]/〈x2 + α2x + 1〉. (3.11)

Corollary 3.2 now says, that there are 11221! 2! = 8 automorphisms. Once given the
only nontrivial F-automorphism λ of L2 they can be listed systematically according
to Theorem 3.1. We want to present these automorphisms with respect to the various
descriptions of A as in (3.2), (3.5), and (3.9). In order to do so we first notice that
λ is given by the Frobenius homomorphism, i. e. λ(a) = a4 for all a ∈ L2. Secondly,
we need an F-isomorphism between the two fields K2 and K3. The list given below is
based on the isomorphism

Ψ : F[x]/〈x2 + αx + 1〉 −→ F[x]/〈x2 + α2x + 1〉, where Ψ(x) = α2x + 1, (3.12)

with inverse given by Ψ−1(x) = αx+α. Going through all the necessary isomorphisms
one obtains the descriptions for the automorphisms on A as given in the table below.
In the first column of the list we use the standard notation

(
ρ(1), ρ(2), ρ(3)

)
for a

permutation ρ ∈ S3. In the second (resp. third) column the image of [1, x, x] (resp. x)
under the corresponding automorphism is given. Recall that this fully determines the
F-automorphism. For instance, the second column of the seventh row is obtained as
follows (in suggestive notation)(

(id, λ, id) ◦ (1, 3, 2)
)
[1, x, x] = (id, λ, id)[1, Ψ−1(x), Ψ(x)]

= (id, λ, id)[1, αx + α, α2x + 1]

= [1, (αx + α)4 mod (x2 + αx + 1), α2x + 1].

Hence this automorphism maps [a, b, c] onto [a,Ψ−1(c)4,Ψ(b)]. The relation between
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the third and second column is given by the Chinese Remainder Theorem, see (3.4).

F× F2
16 F[x]/〈x+1〉× F[x]/〈x2+αx+1〉× F[x]/〈x2+α2x+1〉 F[x]/〈x5−1〉

(id, id, id) ◦ (1, 2, 3) [1, x, x] x

(id, id, λ) ◦ (1, 2, 3) [1, x, x4] = [1, x, x + α2] αx4 + x3 + x2 + α2x

(id, λ, id) ◦ (1, 2, 3) [1, x4, x] = [1, x + α, x] α2x4 + x3 + x2 + αx

(id, λ, λ) ◦ (1, 2, 3) [1, x + α, x + α2] x4

(id, id, id) ◦ (1, 3, 2) [1, αx + α, α2x + 1] x4 + αx3 + α2x2 + x

(id, id, λ) ◦ (1, 3, 2) [1, αx + α, (α2x + 1)4] = [1, αx + α, α2x + α2] x3

(id, λ, id) ◦ (1, 3, 2) [1, (αx + α)4, α2x + 1] = [1, αx + 1, α2x + 1] x2

(id, λ, λ) ◦ (1, 3, 2) [1, αx + 1, α2x + α2] x4 + α2x3 + αx2 + x

In the examples of the next two sections about the left ideals in A[z;σ], we will mainly use
a representation as displayed in the second column above. Only thereafter, when dealing
with cyclic codes, we will need computations mod (xn − 1) as in the third column.

In the foregoing example (b) the first four automorphisms do not permute the components
of A. In such a case there exist no non-trivial σ-CCC’s as we will see in part (a) of the
following result, which also can be regarded as an extension of Proposition 2.7. The if-
part of this statement can also be found at [22, Thm. 8], a special case also occurs in [19,
Thm. 3.12]. Part (b) below is also in [22, Thm. 6].

Proposition 3.4
(a) Let σ ∈ AutF(A) and K(k) be as in (3.7). Then every σ-CCC is a block code iff

σ(K(k)) = K(k) for all 1 ≤ k ≤ r.

(b) Let C be σ-CCC, J = p(C) be the corresponding ideal in R and J0 := {c ∈ A | ∃ g ∈
J : g0 = c}, where g0 denotes the z-free term of g. If σ(J0) = J0, then C is a block
code.

It is possible to give a direct proof of the result at this point. Since we don’t need the
proposition, it is most efficient to postpone the proof to the end of Section 7.

The proposition demonstrates that an essential ingredient of a nontrivial σ-CCC is the
way of how σ properly permutes the components of A. This in turn determines to a large
extent the structure of the algebra R = A[z;σ]. To give an idea of this we mention without
proofs the following facts (which won’t be used in the paper):
(1) Let

⋃s
j=1 Zj be a partition of K := {K(1), . . . ,K(r)} which is invariant under σ, i. e.

σ(Zj) = Zj for all 1 ≤ j ≤ s. Then R is a direct sum of subalgebras R =
⊕s

j=1R(Zj),
where R(Zj) =

∑
K(i)∈Zj

ε(i)R.

(2) Whenever Zj contains exactly one field K(i), then R(Zj) = ε(i)R is a classical skew-
polynomial domain.
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4 Generators for left ideals in A[z; σ]

As a first fundamental property we note that R = A[z;σ] inherits from F[z]n the prop-
erty ’left Noetherian’ by means of the left F[z]-isomorphism p from (2.8). This is also a
straightforward consequence of results in Section 6, where R will appear as the image of
F[z, x] under a left F[z]-homomorphism (see the discussion following Theorem 6.9). In a
similar way or by an anti-isomorphism as given below in Observation 4.16 one can see that
R is also right Noetherian.
The central theme in Piret’s fundamental article [19] is the detailed construction of a
generator polynomial for an irreducible σ-CCC, resp. left ideal in R. This is done for an
automorphism σ which maps x onto a power of x. The constructions are displayed in terms
of involved matrix manipulations. But at the same time central arguments rely heavily on
the decomposition of A into components as introduced in the foregoing section. Maybe
this is the reason why the small step in [14] for obtaining a single generator polynomial
for reducible CCC’s is not done in [19]. In this section we will first show by quite different,
rather short and purely algebraic arguments and for an arbitrary automorphism σ that
any delay-free left ideal in R is in fact a principal left ideal (Theorem 4.5). This result is
not constructive. The development of an algorithmic procedure is postponed to the next
section.

In [19, 14] uniqueness of generator polynomials is not addressed. The key to our uniqueness
result in Theorem 4.15 is a reduction procedure which resembles the one in Gröbner basis
theory but which has to take into account that A[z;σ] usually has many zero divisors
and is not commutative. It turns out that reduced generators are essentially unique. At
the same time reduced generators behave well for explicitly writing down a generator
matrix for the corresponding code (see Section 7). They also will lead directly to minimal
generator matrices for CCC’s. We conclude the section with some information on right
ideals which will be of later use, too.

In this section any isomorphic representation of A as a direct product of fields with the
corresponding unique set of pairwise orthogonal primitive idempotents ε(1), . . . , ε(r) will
do. A canonical way of displaying the algebra has been described in (3.1) – (3.5). However,
in any case we obtain the fields (see also (3.7) for the canonical representation)

K(k) := ε(k)A for k = 1, . . . , r.

The primitive idempotents will play a central role in the arguments of this and the next
section. Notice that

∑r
k=1 ε(k) is the identity in A, and thus also in R, and therefore,

f = ε(1)f + · · ·+ ε(r)f for all f ∈ R. (4.1)

Before we proceed let us introduce the following useful notation.

Notation 4.1
(1) For f ∈ R and k = 1, . . . , r put f (k) := ε(k)f . We call f (k) the k-th component of f .

Furthermore, we call Tf := {k | f (k) 6= 0} the support of f . If f = f (k) for some
k = 1, . . . , r, then we call f simply a component.
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(2) For a polynomial f =
∑d

ν=0 zνfν , where fν ∈ A and fd 6= 0, we call degz f := d the
z-degree, fd the leading z-coefficient, and f0 the z-free term of f .

(3) The left (resp. right) ideal in R generated by a set M ⊆ R will be denoted by
•〈M 〉

(resp. 〈M 〉•).

From (4.1) we immediately obtain the following.

Observation 4.2
Let f1, . . . , ft ∈ R and put f

(k)
i := ε(k)fi for i = 1, . . . , t and k = 1, . . . , r. Then

•〈 f1, . . . , ft 〉 =
•〈 f (1)

1 , . . . , f
(r)
1 , . . . . . . , f

(1)
t , . . . , f

(r)
t 〉.

It is an elementary, but crucial fact that each automorphism σ ∈ AutF(A) induces a
permutation on the set of primitive idempotents, i. e.

{ε(1), . . . , ε(r)} = {σ(ε(1)), . . . , σ(ε(r))}. (4.2)

This implies that for a given polynomial g =
∑

ν≥0 zνgν ∈ R the z-coefficients of the
components

ε(k)g =
d∑

ν=0

zνσν(ε(k))gν (4.3)

are in general not in K(k) but rather move around according to the permutation (4.2). In
particular, for each ν ≥ 0 and each k ∈ {1, . . . , r} there exists a unique l ∈ {1, . . . , r} such
that σν(ε(k))gν ∈ K(l), see also Example 4.4 below.

The following lemma will be of frequent use.

Lemma 4.3
(a) The element x is a unit (i.e. invertible) in A and a ∈ A is a unit in A if and only if

ε(k)a 6= 0 for all k ∈ {1, . . . , r}.
(b) Let g =

∑d
ν=0 zνgν ∈ R and suppose that for some µ ∈ {0, . . . , d} the coefficient gµ is

nonzero. Then there is a unit a ∈ A such that ag =
∑d

ν=0 zν(ag)ν =
∑d

ν=0 zνσν(a)gν ,
satisfies for all 1 ≤ k ≤ r

ε(k)gµ 6= 0 =⇒ ε(k)(ag)µ = ε(k).

(c) Let g ∈ R be a nonzero polynomial. Then there exists a unit a ∈ A, such that for all
1 ≤ k ≤ r

k ∈ Tg =⇒ the leading z-coefficient of (ag)(k) is a primitive idempotent.

We say that the polynomial ag is normalized.

(d) Let f, g ∈ R and 1 ≤ k ≤ r, then

fε(k)g = 0 =⇒ fε(k) = 0 or ε(k)g = 0.
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Notice that, since A is commutative, (ag)(k) = ag(k) for all a ∈ A and g ∈ R.

Proof: (a) is obvious.
(b) Since K(k) = ε(k)A is a field, we can find bk ∈ A such that ε(k)bkgµ = ε(k) whenever
ε(k)gµ 6= 0. Now

a := σ−µ
( ∑

k∈Tgµ

ε(k)bk +
∑

k 6∈Tgµ

ε(k)
)
.

has the desired properties. Invertibility follows from (a).
(c) By the previous part we can find for each k ∈ Tg units ak ∈ A such that akg

(k) has a
primitive idempotent as leading z-coefficient. Let

a :=
∑
k∈Tg

akε
(k) +

∑
k 6∈Tg

ε(k).

Then one easily verifies that a is a unit in A and ag(k) = akg
(k) yields the desired property.

(d) If fε(k) 6= 0 6= ε(k)g, then the leading z-terms of fε(k) and ε(k)g are of the form
zνaε(k) 6= 0 and ε(k)bzµ 6= 0, respectively, for some a, b ∈ A. But then the leading z-term
of fε(k)g is zνaε(k)bzµ, which is nonzero by (3.8). 2

Note that part (d) above extends (3.8).

Example 4.4
Let us consider the case F = F4 and n = 5. The ring A and its automorphisms have
been described in detail in Example 3.3(b). We now choose the automorphism σ given by
σ(x) = x2. The effect of normalization is best visualized when representing the elements
in A as triples in K1 ×K2 ×K3, where the fields Ki are as in (3.11), see also the list in
Example 3.3(b). In this description we have σ([u, v, w]) = [u, Ψ−1(w)4,Ψ(v)], where Ψ is
as in (3.12). The primitive idempotents ε(1) = [1, 0, 0], ε(2) = [0, 1, 0], and ε(3) = [0, 0, 1]
satisfy σ(ε(1)) = ε(1), σ(ε(2)) = ε(3), and σ(ε(3)) = ε(2). Consider now the element

g = [0, z(α2x + α2), αx + 1].

Then one easily verifies that ε(1)g = ε(2)g = 0 and ε(3)g = g. We want to normalize g.
Since (α2x + α2)−1 = x + α2 in the field K2, we put a := σ−1([1, x + α2, 1]), see the proof
of part (b) above. Since σ−1(x) = x3, or, in the current representation, σ−1([u, v, w]) =
[u, Ψ−1(w),Ψ(v)4], we calculate a = [1, 1, α2x]. Now one checks that

ag = z[0, 1, 0] + [0, 0, 1] = [0, z, 1].

In this case normalization of the leading z-coefficient led to a normalization of the z-free
term, too. 2

We can now proceed to our algebraic (generalized and completed) version of Piret’s result
on ideal generators for σ-CCC’s, see [19, Thm. 3.10].

Theorem 4.5
Let C be an F[z]-submodule of F[z]n and J = p(C) its image in R. Then the following
properties are equivalent.

18



(a) C is σ-cyclic and delay-free.

(b) J =
•〈 g 〉 for some polynomial g ∈ R satisfying Tg = Tg0

, precisely

ε(k)g 6= 0 ⇐⇒ ε(k)g0 6= 0 for all 1 ≤ k ≤ r. (4.4)

Here Tg denotes the support and g0 the z-free term of g, see 4.1.

In particular, every delay-free left ideal of R is principal.

Proof: For any polynomial f ∈ R we will use the notation f0 for its z-free term.
“(a) ⇒ (b)” Without loss of generality we may assume C 6= {0}, thus J 6= {0}. Recall
from Observation 2.10(b) that J is a left ideal. Thus it remains to show that J has a
principal generator satisfying (4.4). For k ∈ {1, . . . , r} define g(k) := 0 if

(
ε(k)J

)
0

:={
f0 | f ∈ ε(k)J

}
= { 0} and let otherwise g(k) be a polynomial of minimal z-degree in{

f ∈ ε(k)J | f0 6= 0
}
. By delay-freeness not all g(k) are zero. Multiplying by an appro-

priate unit in A according to Lemma 4.3(b), we can assume that g
(k)
0 = ε(k) whenever

g(k) 6= 0. Then for each k ∈ {1, . . . , r} either g(k) = 0 or g(k) = ε(k) +
∑dk

i=1 zigk,i for some
dk ≥ 0, gk,i ∈ A, and gk,dk

6= 0. Put

g :=
r∑

k=1

g(k). (4.5)

Obviously, g(k) = ε(k)g and the notation matches with 4.1(1). By construction we have
•〈 g 〉 ⊆ J as well as property (4.4). Hence it remains to show that J ⊆ •〈 g 〉. In order to do
so, define the length of an arbitrary polynomial f =

∑i0+d
i=i0

zifi ∈ R with fi0 6= 0 6= fi0+d

as l(f) := d + 1 and put l(0) := 0. Suppose now that J \ •〈 g 〉 6= ∅ and let f be a
polynomial of minimal length in J \ •〈 g 〉. We have f = zi0f and l(f) = l(f) for some
f ∈ R such that f0 6= 0. Delay-freeness of J , see Observation 2.14, implies f ∈ J , too.
Since f /∈ •〈 g 〉 we can assume without restriction f = f , i. e. f0 6= 0. Now let f ′ := f−f0g.
Then f ′ ∈ J \•〈 g 〉. Moreover, we obtain for each k ∈ Tg the identity

ε(k)f ′ = ε(k)f − ε(k)f0g = ε(k)f − f0g
(k).

Since g
(k)
0 = ε(k) we conclude (ε(k)f ′)0 = 0. If k 6∈ Tg, then g(k) = 0, which means that

(ε(k)J )0 = {0}, and thus (ε(k)f ′)0 = 0, too. Hence f ′0 = 0 and, by the choice of the
polynomials g(k), one has degz f ′ ≤ degz f . This together implies l(f ′) < l(f), which
contradicts the choice of f . This proves J =

•〈 g 〉.
“(b) ⇒ (a)” Let J =

•〈 g 〉 be a principal left ideal and g satisfy (4.4). Since by Ob-
servation 2.10 C = v(J ) is σ-cyclic, it remains to show that J is delay-free, see also
Observation 2.14. In order to do so, we may assume by Lemma 4.3(b) and (4.4) that for
all 1 ≤ k ≤ r either g

(k)
0 = ε(k) or g(k) = 0. Let now f = ug ∈ J where u =

∑δ
µ=0 zµuµ

and assume f0 = 0. Then f = zf ′ for some f ′ ∈ R and we have to show that f ′ ∈ J .
From the equation

0 = f0 = u0g0 = u0

r∑
k=1

g
(k)
0 =

r∑
k=1

u0ε
(k)g

(k)
0 =

∑
k∈Tg

u
(k)
0
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we get u
(k)
0 = 0 for all k ∈ Tg. This in turn implies u0g =

∑r
k=1 u0ε

(k)g = 0 and thus
f = u′g for u′ := u−u0. But u′ = zu′′ and we finally conclude that f ′ = u′′g ∈ J , showing
that J is delay-free. 2

The next example shows that not all left ideals in J are principal and that not every
generator g of a delay-free principal left ideal fulfills (4.4).

Example 4.6
(a) Let F = F4 and n = 3 be as in Example 2.11. In Example 3.3(a) we saw that

up to an isomorphism A = K1 × K2 × K3, where Ki = F[x]/〈πi〉. We choose the
automorphism σ which corresponds to the permutation (1, 3, 2). In the representation
A ∼= F[x]/〈x3 − 1〉 this corresponds to the automorphism which maps x onto α2x.
Now let f1 = z[1, 1, 1], f2 = [0, 1, 0] and assume that

•〈 f1, f2 〉 =
•〈 g 〉 for some g ∈ R.

Then the z-free term of g is of the form [0, a, 0] for some a ∈ A\{0} and comparing
z-coefficients in an equation f1 = ug, u ∈ R, leads to a contradiction. Thus the left
ideal

•〈 f1, f2 〉 is not principal. The same example works, mutatis mutandis, for any
automorphism σ ∈ AutF(A) satisfying σ(ε(2)) = ε(3) and for any n and F where, as
usual, char(F) - n.

(b) Let now A be arbitrary and σ ∈ AutF(A) such that σ(ε(1)) = ε(2). Let g = (z +1)ε(2).
Then σ(ε(2)) 6= ε(2) and the left ideal

•〈 g 〉 =
•〈 ε(2) 〉 is delay-free, but ε(1)g = zε(2) 6= 0

and ε(1)g0 = 0. 2

The proof of Theorem 4.5 is not constructive as long as there is no finite procedure to
determine the minimal polynomials g(k) ∈ ε(k)J starting from a finite generating family
of J . In the next section such a procedure will be developed. But before we go into the
computational issues we will investigate, as to what extent a generator of a principal left
ideal is unique. The key to our uniqueness result is a reduction procedure based on a
monomial ordering which we introduce now.

Definition 4.7
(a) For µ ≥ 0 and 1 ≤ k ≤ r the polynomials zµε(k) are called the (left-) monomials of R.

(b) Given two monomials zµε(k), zνε(l) we define

zµε(k) < zνε(l) :⇐⇒ µ < ν or µ = ν and k < l.

(c) Let f =
∑d

µ=0 zµfµ ∈ R be nonzero and have the following component expansion

f =
(
ε(1)f0 + · · ·+ ε(r)f0

)
+z

(
ε(1)f1 + · · ·+ ε(r)f1

)
+ · · ·+zd

(
ε(1)fd + · · ·+ ε(r)fd

)
.

Then the individual summands zµε(k)fµ are called the terms of f . The (left-) leading
monomial, denoted by LM(f), is the largest monomial zµε(k) (with respect to <) such
that ε(k)fµ 6= 0. The associated term is called the leading term of f .

Observe that in the canonical representation of A as given in (3.5), (3.6) the monomials
are of the form

zµε(k) = [0, . . . , 0, zµ, 0, . . . , 0] where zµ is at the k-th position.
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In the context of ordinary Gröbner basis theory (i.e. commutative and no zero-divisors)
one would like to call such an ordering a TOP-monomial ordering (Term Over Position)
and in fact one readily verifies that (b) defines a well-ordering on the set of all monomials
which respects left-multiplication by monomials as far as the result is nonzero. As will soon
become clear our results actually will not depend on the way the components are ordered
in the representation of A (see also the paragraph after the proof of Corollary 4.13).

Since we won’t make use of any right monomials we will call left monomials simply mono-
mials. The following rules will be very useful.

Lemma 4.8
(a) For all possible µ, ν, k, l and all a ∈ A such that a(l) 6= 0 one has:

zµε(k) is a right divisor of zνε(l)a ⇐⇒ µ ≤ ν and k = l.

(b) Let g, g′ ∈ R and k, l ∈ {1, . . . , r} such that ε(k)g 6= 0 6= ε(l)g′ and LM(ε(k)g) =
zαLM(ε(l)g′) for some α ∈ N0. Then ε(l) = σα(ε(k)).

Proof: Part (a) is obvious. As for (b), let degz(ε(k)g) = d and degz(ε(l)g′) = d′. Then
LM(ε(k)g) = zdσd(ε(k)) and LM(ε(l)g′) = zd′σd′(ε(l)). Now the assumption implies d =
α + d′ and σα+d′(ε(k)) = σd(ε(k)) = σd′(ε(l)), from which the assertion follows. 2

Now we turn to the notion of reducedness.

Definition 4.9
(a) Let f1, . . . , fs be any family of polynomials fromR. The family is called (left-) reduced

if for all 1 ≤ k, l ≤ s such that k 6= l and fk 6= 0 6= fl no nonzero term of fk is right
divisible by LM(fl).

(b) A single polynomial g ∈ R is called (left-) reduced if the family ε(1)g, . . . , ε(r)g is
left-reduced.

Again, we will usually skip the qualifier ‘left’. Note that a reduced family might contain
one or more zero polynomials, but, of course, no other polynomial appears more than once.
We wish to emphasize that, according to our definition, a single polynomial always forms
a reduced family, but not necessarily a reduced polynomial. This slight inconsistency
will not cause any confusion since reducedness in the generality of (a) will be dealt with
only in Proposition 4.10 below. Thereafter, a family of polynomials will always consist of
components, i. e. the family is in

⋃r
k=1 ε(k)R. In that case the definitions are consistent

since a component is always reduced in the sense of (b) above. Finally, let us also mention
that constants in A are always reduced polynomials.

The following result describes the basic reduction process which will lead us to unique
ideal generators. They will later on turn out to have further nice properties. For the
process we will need so-called ’elementary operations’ on a family f1, . . . , fs, by which we
mean the replacement of some fk by

f ′k := fk − zµafl, for any l 6= k, µ ∈ N0 and a ∈ A. (4.6)
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Proposition 4.10
Any finite family f1, . . . , fs from R can be transformed by finitely many elementary
operations into a reduced family g1, . . . , gs such that for the respective left ideals one has

•〈 f1, . . . , fs 〉 =
•〈 g1, . . . , gs 〉.

Proof: First of all, it is clear that elementary operations leave the corresponding left
ideal invariant. As for the reduction assume now that the leading term of some fk is given
by zνb and is right divisible by LM(fl) for some l 6= k, say

zνb = zµâLM(fl) for some â ∈ A, µ ∈ N0. (4.7)

Define
f ′k := fk − zµafl, (4.8)

where a ∈ A is such that (4.7) holds true when we replace â by a and LM(fl) by the
leading term of fl (a does indeed exists, since the coefficients in (4.7) are in a field). Then
either f ′k = 0 or LM(f ′k) < LM(fk). Observe also that degz(f ′k) ≤ degz(fk) and equality
is possible. Proceed now with the family f1, . . . , f

′
k, . . . , fs. Since < is a well-ordering, we

get after finitely many steps a family f̂1, . . . , f̂s, where no leading term is right divisible
by any other.
As a second and final step we now autoreduce the family f̂1, . . . , f̂s. Assuming that a
nonzero term of f̂k, say zνb, is right divisible by LM(fl) for some l 6= k, we proceed as
in (4.7) and (4.8). Since these operations do not affect the higher terms of f̂k we arrive
after finitely many steps at the desired family. 2

The following case of the reduction step will be of specific importance.

Observation 4.11
If in (4.7) and (4.8) fk ∈ ε(k)R and fl ∈ ε(l)R, then f ′k ∈ ε(k)R, too. This follows

from the fact that zνb is a term of fk = ε(k)fk and hence ε(k)zν = zµLM(fl) by (4.7).
Using Lemma 4.8(b), this implies ε(l) = σµ(ε(k)) and as a consequence f ′k = fk − zµafl =
ε(k)fk − zµaε(l)fl = ε(k)(fk − zµafl) ∈ ε(k)R.

Example 4.12
Let us again consider the case F = F4 and n = 5 as described in Example 3.3(b). Just
like in Example 4.4 we will represent the elements as triples in K1 ×K2 ×K3, where the
fields Ki are as in (3.11). We now choose the automorphism σ given by σ([u, v, w]) =
[u, Ψ−1(w),Ψ(v)4], where Ψ is as in (3.12), see the sixth line of the list n 3.3(b). The
primitive idempotents satisfy σ(ε(1)) = ε(1), σ(ε(2)) = ε(3), and σ(ε(3)) = ε(2). Consider
the family f1, . . . , f6, where

f1 = zε(1) = z[1, 0, 0],

f2 = zε(3)(αx + α) + ε(2)α2x = z[0, 0, αx + α] + [0, α2x, 0],

f3 = zε(1) + ε(1) = z[1, 0, 0] + [1, 0, 0],

f4 = z2ε(1)α + zε(1)α2 + ε(1) = z2[α, 0, 0] + z[α2, 0, 0] + [1, 0, 0],

f5 = zε(3)(αx + 1) + ε(2)(α2x + α2) = z[0, 0, αx + 1] + [0, α2x + α2, 0],

f6 = z2ε(3)(α2x + α2) + zε(2)x = z2[0, 0, α2x + α2] + z[0, x, 0].
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Note that in each case the first term is the leading term. The family is not reduced and
we perform the following steps.
(1) f ′3 := f3 − f1 = ε(1).
(2) f ′1 := f1 − zf ′3 = 0.
(3) f ′4 := f4 − z2αf ′3 = zε(1)α2 + ε(1).
(4) f ′′4 := f ′4 − zα2f ′3 = ε(1).
(5) f ′′′4 := f ′′4 − f ′3 = 0.
(6) f ′5 := f5 − af2, where a ∈ A is such that zε(3)(αx + 1) = azε(3)(αx + α). Hence

a = σ−1[0, 0, c], where c = (αx + 1)(αx + α)−1 = α2x ∈ K3, and we get a =
[0,Ψ−1(α2x)4, 0] = [0, x + α2, 0] = ε(2)(x + α2). Then we compute f ′5 = ε(2)(α2x +
α2)− ε(2)(x + α2)ε(2)α2x = 0.

(7) f ′6 := f6 − zαf2 = 0.
Now the family

f̂1 = 0, f̂2 = f2 = zε(3)(αx + α) + ε(2)α2x, f̂3 = ε(1), f̂4 = 0, f̂5 = 0, f̂6 = 0

is reduced. We know that
•〈 f1, . . . , f6 〉 =

•〈 f̂2, f̂3 〉. Applying Lemma 4.3(c), we can
even normalize the generators and obtain (after changing the ordering and omitting zero
polynomials)

g1 := ε(1), g2 := σ−1[1, 1, (αx + α)−1]f̂2 = [1, αx + α2, 1]f̂2 = zε(3) + ε(2).

Since gk ∈ ε(k)R for k = 1, 2 we know from Observation 4.2 that
•〈 f1, . . . , f6 〉 =

•〈 g 〉,
where g := g1+g2 = z[0, 0, 1]+[1, 1, 0] ∈ R. Thus we have found a reduced and normalized
generator of the left ideal generated by f1, . . . , f6. 2

On first sight, the example appears somewhat specific in the sense that all given generator
polynomials are components, precisely f1, f3, f4 ∈ ε(1)R, f2, f5 ∈ ε(2)R, and f6 ∈ ε(3)R.
However, by virtue of Observation 4.2 each ideal has a generating set consisting of com-
ponents only.

Corollary 4.13
(a) For every f ∈ R there exists a unit u ∈ R, i. e. uu = uu = 1 for some u ∈ R,

such that the polynomial uf is reduced. In particular, every principal left ideal has a
reduced generator.

(b) Every delay-free principal left ideal has a reduced generator satisfying property (4.4).

Proof: (a) Only the first statement needs to be proven. Define

fk := ε(k)f = f (k) for 1 ≤ k ≤ r. (4.9)

Then fk ∈ ε(k)R and by definition the polynomial f is reduced if and only if the family
f1, . . . , fr is reduced. In order to prove the corollary we will analyze the effect of the
reduction process on the polynomial f . It suffices to consider a single reduction step as
in (4.7) and (4.8), the result of which is the family f1, . . . , f

′
k, . . . , fr. We will prove that
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(i) f ′k ∈ ε(k)R,
(ii) u := 1− zµaε(l) is a unit in R,
(iii) f ′ := f ′k +

∑
j 6=k fj satisfies f ′ = uf .

Part (i) is in Observation 4.11. As a consequence, one also has

zµafl ∈ ε(k)R. (4.10)

As for (ii), one easily derives from (4.10) that uu = uu = 1 for u := 1 + zµaε(l). Fi-
nally, (iii) is established once we have shown that ε(j)f ′ = ε(j)uf for all j = 1, . . . , r.
Using again (4.10) and the orthogonality of the idempotents we obtain for j = k the iden-
tity ε(k)uf = fk−ε(k)zµafl = f ′k = ε(k)f ′ while for j 6= k we have ε(j)uf = fj−ε(j)zµafl =
fj = ε(j)f ′. This completes the proof of (a).
(b) By Theorem 4.5 we may assume that J =

•〈 f 〉, where f ∈ R satisfies (4.4). Again, it
suffices to show that a single reduction step (4.8) respects this property. But this is clear
since f ′(j) = f (j) for all j 6= k and (4.10) shows that (4.8) occurs only for µ > 0 and in
this case f ′

(k)
0 = f

(k)
0 . 2

In the proof we made use of the monomial ordering for the case where the family consists
of the components f (1), . . . , f (r) of a single polynomial f ∈ R. In this case the leading
term of each component is uniquely determined by the z-degree only and the arbitrarily
prescribed ordering of the idempotents ε(1), . . . , ε(r) has no effect on the reducedness. It
simply determines the ordering of the family f (1), . . . , f (r).

One should notice that in (ii) of the proof above we encounter one of the many units of
the ring R which are not constant polynomials.

The following basic properties of reduced families of components will be of essential use
in the sequel.

Lemma 4.14
(a) Let g = g(k) ∈ ε(k)R and u ∈ R such that ug 6= 0. Then

LM(ug) = zαLM(g) for some α ≥ 0.

(b) Let G be a finite reduced subset of R such that G ⊆
⋃r

k=1 ε(k)R, in other words, each
element of G is a component. Let furthermore f ∈ R\{0}. Then

f ∈ •〈G 〉 =⇒ LM(f) = zαLM(g) for some g ∈ G and some α ∈ N0.

(c) Let g ∈ R be a nonzero reduced polynomial and u1, . . . , ur ∈ R. Then

r∑
k=1

ukg
(k) = 0 =⇒ ukg

(k) = 0 for all k = 1, . . . , r.

Proof: (a) Let u =
∑δ

ν=0 zνuν and g = ε(k)g =
∑d

µ=0 zµσµ(ε(k))gµ, where σd(ε(k))gd 6= 0.
Then ug =

∑δ
ν=0 zνuνg and if for some ν we find uνg 6= 0, then also uνε

(k) 6= 0 and thus

LM(uνg) = LM
( d∑

µ=0

zµσµ(uνε
(k))gµ

)
= LM(g)
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since σd(uνε
(k)) 6= 0 and by (3.8) also σd(uνε

(k))gd 6= 0. In order to find the leading
monomial of ug we thus only have to pick the maximal power zα such that uαg 6= 0 and
then

LM(ug) = LM(zαuαg) = zαLM(g).

(b) Suppose G(k) := ε(k)G = {g(k)
1 , . . . , g

(k)
mk}, where mk = 0 if G(k) = ∅ and let

f =
r∑

k=1

mk∑
j=1

ukjg
(k)
j =

r∑
k=1

mk∑
j=1

(
ukjε

(k)
)

g
(k)
j︸ ︷︷ ︸

=:fkj

for some ukj ∈ R.

By part (a) we have

LM(fkj) = zβkjLM(g(k)
j ) for some βkj ∈ N0 if fkj 6= 0.

Consider now the leading monomials of the polynomials fkj of maximal z-degree. By
reducedness of G these monomials are all different and this proves the assertion.
(c) Let

∑r
k=1 ukg

(k) = 0. By part (a) we know already that LM(ukg
(k)) = zαkLM(g(k))

for some αk ≥ 0 whenever ukg
(k) 6= 0. If there are nonzero products ukg

(k) at all, then
there must be some cancellation of the maximal leading monomials which contradicts
reducedness. 2

We can now apply these techniques in order to obtain uniqueness of generators of left
ideals if we also assume normalization in the sense of Lemma 4.3(c).

Theorem 4.15
(a) Every left ideal in R has a unique finite left-reduced generating family, each element

of which is a nonzero and normalized component.

(b) Every principal left ideal in R has a unique left-reduced and normalized generator.

Proof: Part (b) is a consequence of (a) and Corollary 4.13.
As for (a) notice that, by virtue of Observation 4.2, each left ideal has a generating
family consisting only of polynomials in the components ε(1)R, . . . , ε(r)R. Using Obser-
vation 4.11 this property is preserved when reducing the family. Normalizing each element
then proves the existence of the desired generating family. As for uniqueness, assume

J =
•〈 g(k1)

1 , . . . , g
(ks)
s 〉 =

•〈 g′1
(l1), . . . , g′t

(lt) 〉

where g
(ki)
i ∈ ε(ki)R and g′i

(li) ∈ ε(li)R, where all polynomials are normalized, and both
families are reduced. Let i ∈ {1, . . . , s}. By Lemmata 4.14(b), 4.8(b) one has

LM(g(ki)
i ) = zαLM(g′j

(lj)) for some α ∈ N0 and j such that ε(lj) = σα(ε(ki)),

LM(g′j
(lj)) = zβLM(g(km)

m ) for some β ∈ N0 and m such that ε(km) = σβ(ε(lj)).

Combining these two equations we first obtain LM(g(ki)
i ) = zα+βLM(g(km)

m ). Then by
reducedness of the family g

(k1)
1 , . . . , g

(ks)
s we conclude successively α = β = 0, i = m,
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ki = km = lj . Hence each leading monomial of the family g
(k1)
1 , . . . , g

(ks)
s occurs as leading

monomial of the other family. Symmetry and the fact that the leading monomials of a
reduced family are pairwise different, shows that s = t and, after reordering,

ki = li and LM(g(ki)
i ) = LM(g′i

(ki)) for all i = 1, . . . , s.

Suppose now that for some i we have g
(ki)
i 6= g′i

(ki), or equivalently f := g
(ki)
i − g′i

(ki) 6= 0.
By normalization the leading terms of g

(ki)
i and g′i

(ki) are equal and thus cancel. Therefore
any nonzero term of f comes from a non leading term of g

(ki)
i or g′i

(ki) or is a difference of
such terms. Since f ∈ J , by Lemma 4.14(b) the leading term of f must be right divisible
by some LM(g(kj)

j ), j 6= i. This contradicts reducedness. Thus f = 0 and both reduced
and normalized families must coincide. 2

In the same way as σ-CCC’s are linked to left ideals, their duals will turn out to be linked
to certain right ideals in R. Our results on left ideals can be translated to right ideals by
means of the following anti-isomorphism.

Observation 4.16
For any σ ∈ AutF(A) the map ˜ : A[z;σ] −→ A[z;σ−1] defined by

g =
∑
ν≥0

zνgν 7−→ g̃ :=
∑
ν≥0

gνz
ν =

∑
ν≥0

zνσ−ν(gν) (4.11)

is an F-algebra anti-isomorphism.

Theorem 4.5 immediately implies

Corollary 4.17
Any delay-free right ideal J in A[z;σ] is a principal right ideal.

In the next section the results will be complemented by a computational procedure, which
checks whether a finitely generated left ideal is delay-free or principal and, if so, computes
the unique generator polynomial.

5 On the computation of principal generators of left ideals

While establishing uniqueness of a generator polynomial has been (typically) somewhat
more cumbersome, the computation — starting from a finite set of generators of a delay-
free left ideal J — can be achieved by a rather straightforward and systematic procedure.
Remembering the proof of Theorem 4.5 it will be sufficient to compute minimal z-degree
polynomials with nonzero z-free term in each component ε(k)J , 1 ≤ k ≤ r, in order to
obtain a single generating polynomial. Thereafter, reduction and normalization will lead to
uniqueness according to Theorem 4.15 and Theorem 4.5. As we will show in Theorem 5.1
below, we obtain such minimal polynomials if we pick any finite set of generators of the
ideal, decompose it into its components, and apply the reduction procedure to the family
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of components. Furthermore, the algorithm even provides a test whether the ideal under
consideration is principal and/or delay-free. The details are as follows.

Let f1, . . . , fs ∈ R = A[z;σ] be any finite family and define

F (k) := {f (k)
1 , . . . , f (k)

s } for k = 1, . . . , r and F :=
r⋃

k=1

F (k). (5.1)

By Observation 4.2
J :=

•〈 f1, . . . , fs 〉 =
•〈F 〉. (5.2)

Note that some of the sets F (k) ⊆ ε(k)J may just contain the zero polynomial but typically
they also contain nonzero polynomials. It is quite surprising that just reducing the set F
leads us, after normalization, to the unique reduced and normalized generator polynomial.
The important observation here is, that when reducing some polynomial f

(k)
i ∈ F (k) by

some other f
(l)
j ∈ F (l), the result f

(k)
i − ztaf

(l)
j is necessarily again in F (k) ⊆ ε(k)J .

Therefore, the reduction process respects the partition F =
⋃r

k=1 F (k), and only the
contents of the individual sets F (k) changes. The following theorem describes what can
be obtained by reducing F .

Theorem 5.1
Let F and J be as in (5.1) and (5.2). Furthermore, let F be transformed via finitely many

elementary operations into the reduced family G. Define G(k) := ε(k)G for k = 1, . . . , r
and let

T :=
{
k ∈ {1, . . . , r}

∣∣ G(k) 6= {0}
}
.

Then

(a) G =
⋃r

k=1 G(k) and J =
•〈G 〉.

(b) J is principal if and only if for each k ∈ T the set G(k) contains exactly one nonzero
polynomial. Furthermore, if J is principal then J =

•〈 g 〉 where g =
∑

k∈T g(k)

and g(k) is the unique nonzero polynomial in G(k). In particular, the polynomial g is
reduced.

(c) J is delay-free if and only if J is principal and the polynomial g of part (b) satis-
fies (4.4).

(d) Let J be delay-free and g as in part (b). Then for each k ∈ T one has degz g(k) ≤
degz f for all f ∈ ε(k)J with nonzero z-free term.

Proof: (a) follows from Observations 4.11 and 4.2.
(b) “⇐” and the second statement are consequences of Observation 4.2. “⇒” Note that
if J =

•〈 f 〉, then according to Observation 4.11, the reduction of the family f (1), . . . , f (r)

leads to at most one polynomial in each component ε(k)R, and therefore the assertion is
a consequence of the uniqueness in Theorem 4.15.
(c) “⇐” is in Theorem 4.5 while “⇒” is a combination of Corollary 4.13(b) and Theo-
rem 4.15.
(d) Suppose that for some k ∈ T there exists a polynomial f ∈ ε(k)J satisfying degzf <
degzg

(k) and having nonzero z-free term. Then there is a constant c ∈ A and a polynomial
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f ∈ R such that g(k) − cf = zf . By delay-freeness we have f ∈ J and Lemma 4.14(b)
implies

LM(g(k)) = zLM(f) = z1+αLM(g(l)) for some l ∈ {1, . . . , r} and α ≥ 0, (5.3)

contradicting reducedness of G. 2

Based on the forgoing proposition we have the following simple algorithmic procedure for
the computation of the unique reduced and normalized generator g of a given delay-free
ideal J ⊆ R.

Algorithm 5.2
Input: A finite set f1, . . . , fs of generators of the left ideal J .

Step 1: For all 1 ≤ k ≤ r calculate ε(k)fl, 1 ≤ l ≤ s and form the sets F (k).

Step 2: Reduce the set F =
⋃r

k=1 F (k) to obtain the reduced sets G(k) and G.
Step 3: Evaluation of results:

Case 1: If G(k) contains more than one nonzero polynomial for some k = 1, . . . , r,
then J is not principal and thus not delay-free.

Case 2: If each set G(k) contains at most one nonzero polynomial, denoted
by g(k), put g :=

∑
g(k) and normalize g according to Lemma 4.3(c).

Then J =
•〈 g 〉 is principal and g is its unique reduced and normalized

generator. Furthermore, J is delay-free if and only if g satisfies (4.4).

We close this section by an example.

Example 5.3
Consider again the situation of Example 4.12 with the automorphism given therein. Fur-
thermore, let J =

•〈h1, h2, h3 〉, where

h1 := zε(1) + ε(2)α2x + zε(3)(αx + α),

h2 := zε(1) + ε(1) + ε(2)α2x + zε(3)(αx + α),

h3 := z2ε(1)α+z2ε(3)(α2x+α2)+zε(1)α2+zε(2)x+zε(3)(αx+1)+ε(1)+ε(2)(α2x+α2).

As a first step we have to compute the components of these polynomials. They are, not
counting the zero components, just given by the polynomials in Example 4.12, precisely

{h(1)
1 , h

(1)
2 , h

(1)
3 } = {f1, f3, f4}, {h(2)

1 , h
(2)
2 , h

(2)
3 } = {f2, f2, f5},

{h(3)
1 , h

(3)
2 , h

(3)
3 } = {0, 0, f6}.

Thus, J =
•〈 f1, . . . , f6 〉 =

•〈h 〉, where the reduced and normalized generator

h = zε(3) + ε(1) + ε(2)

has already been calculated in Example 4.12. 2
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6 σ-circulant matrices

While in the last sections we have concentrated on σ-CCC’s as left ideals in A[z;σ] we
now focus on the description of these codes as submodules of F[z]n. More precisely, we
introduce σ-circulant matrices as a counterpart of a generator polynomial of a principal
left ideal. These matrices show close resemblance to classical circulants which are common
in the theory of cyclic block codes. As a guideline through this section we first recall some
basic facts about classical circulant matrices over finite fields. Many of these properties
can then be generalized appropriately to σ-circulants. The consequences for σ-CCC’s will
then be discussed in the next section.

Throughout this section we use the representation of the ring A ∼= F[x]/〈xn − 1〉 as in (3.2).
No direct decomposition into fields is needed. Since more than one automorphism appear
simultaneously we do not use the abbreviation R for A[z;σ]. It will be convenient in
the following to index the rows and columns of an n × n-matrix as well as the entries of
n-vectors from 0 to n− 1.

We begin with classical circulants. Recall the notation p and v = p−1 from (2.8).

Definition 6.1
For g =

∑n−1
i=0 gix

i ∈ A define

Mg :=


g0 g1 . . . gn−2 gn−1

gn−1 g0 . . . gn−3 gn−2
...

...
...

...
g2 g3 . . . g0 g1

g1 g2 . . . gn−1 g0

 =


v(g)
v(xg)

...
v(xn−2g)
v(xn−1g)

 =
[
g(j−i) modn

]
i,j=0,...,n−1

∈ Fn×n.

We call Mg the circulant matrix associated with g.

The following properties of circulant matrices are either trivial or well-known in the theory
of block codes, see e. g. [15, p. 501], but also [3] for a general reference on circulant matrix
theory.

Lemma 6.2
(a) The mapping A −→ Fn×n, g 7−→ Mg is F-linear and injective.

(b) For g, h ∈ A we have Mgh = MgMh = MhMg.

(c) rank Mg = deg xn−1
gcd(g,xn−1) =: k (where the quotient is evaluated in F[x]) and every set

of k consecutive rows (resp. columns) of Mg is linearly independent.

(d) Let g =
∑n−1

i=0 gix
i and put ĝ := g(xn−1) = g0 + gn−1x + gn−2x

2 + . . . + g1x
n−1. Then

t
Mg = Mĝ.

The map θ : A −→ A, g 7−→ ĝ is an involutive F-algebra automorphism of A.
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(e) A matrix M ∈ Fn×n is the circulant matrix associated with some polynomial g ∈ A if
and only if SM = MS where

S := Mx =


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
1 0 · · · 0

 . (6.1)

(f) Mg = g(S) for all g ∈ A.

(g) v(ab) = v(a)b(S) for all a, b ∈ A.

(h) S is the matrix of the linear map a 7−→ ax for a ∈ A with respect to the basis
1, x, . . . , xn−1 of the F-vector space A and, as a consequence, Mg = g(S) is the matrix
of the map a 7−→ ag.

The equation in Lemma 6.2(f) can also be used as an alternative, but less intuitive defi-
nition of circulant matrices. Many of the properties above are easily proved on the basis
of this identity, as there are linearity, commutativity, and multiplicativity as well as the
transposition rule, where the latter is a direct consequence of the rule

t
S = S−1. One also

obtains the well known fact that all circulant matrices can be simultaneously diagonalized
over an extension field of F that contains a primitive n-th root of unity.

Also for later use we note that the set of all n × n-circulant matrices over F is just F[S]
and thus is a commutative subring of Fn×n which is isomorphic to A.

The main additional ingredient for our generalized σ-circulants will be the following.

Definition 6.3
For σ ∈ AutF(A) we define

Pσ :=


v(1)

v(σ(x))
...

v(σ(xn−2))
v(σ(xn−1))

 .

One should observe that Pσ is the matrix with respect to the basis 1, x, . . . , xn−1 associated
with the F-linear map which is induced by the automorphism σ, i. e. we have

vPσ = v
(
σ(p(v))

)
for all v ∈ Fn. (6.2)

We will need the following properties.

Lemma 6.4
Let σ, τ ∈ AutF(A) and g, h ∈ A. Then

(1) Pid = In and Pστ = PτPσ. Furthermore Pσ ∈ Gln(F) and Pσ
−1 = Pσ−1 .

(2) P−1
σ MgPσ = Mσ(g).
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(3) For v ∈ Fn one has p(vPσMg) = σ(p(v))g.

Proof: (1) is a direct consequence of the fact that Pσ, Pτ are just the matrices which are
associated with σ and τ when considered as F-linear maps. The most important property
(2) can be obtained as follows. For v ∈ Fn let p(v) =: f and suppose σ(x) = a. Using
Lemma 6.2(f), (g) and (h) as well as (6.2) we compute

vSPσ = v(σ(fx)) = v(σ(f)σ(x)) = v(σ(f))a(S) = vPσMσ(x).

Part (3) is a direct consequence of the fact that Pσ and Mg are matrix representations of
the F-linear maps σ and multiplication with g. 2

Notice that (2) of the lemma above shows that the automorphisms on A appear as inner
automorphisms Mg 7→ Mσ(g) = P−1

σ MgPσ on F[S], where F[S] ∼= A as noted above. This
observation leads to

Lemma 6.5
Let σ ∈ AutF(A) and assume that

Q−1MxQ = Pσ
−1MxPσ

for some invertible matrix Q ∈ Fn×n. Then Q = PσMu for some unit u ∈ A.

Proof: By Lemma 6.2(e), the identity Mx

(
QPσ

−1
)

=
(
QPσ

−1
)
Mx is possible only if

QP−1
σ is a circulant. Hence QP−1

σ = Mu′ for some u′ ∈ A which, by invertibility of Q, has
to be a unit in A. Using Lemma 6.4(2) we obtain Q = PσMσ(u′) and u := σ(u′) is a unit
in A, too. 2

Now we can define polynomial circulant matrices.

Definition 6.6
Let σ ∈ AutF(A). For g =

∑
ν≥0 zνgν ∈ A[z;σ] we define

Mσ(g) :=
∑
ν≥0

zνPσ
νMgν ∈ F[z]n×n.

We call Mσ(g) the σ-circulant (matrix) for g.

Let us first present an

Example 6.7
Consider again the situation of Example 2.11(1) where σ is the automorphism given by
σ(x) = α2x and

g := (1 + αx + α2x2) + z(1 + x + x2) + z2(1 + α2x + αx2).

Then

Pσ0 = I3, Pσ =

1
α2

α

 , Pσ2 =

1
α

α2
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and thus

Mσ(g) =

 1 α α2

α2 1 α
α α2 1

 + zPσ

1 1 1
1 1 1
1 1 1

 + z2Pσ2

 1 α2 α
α 1 α2

α2 α 1


=

 1 + z + z2 α + z + α2z2 α2 + z + αz2

α2 + α2z + α2z2 1 + α2z + αz2 α + α2z + z2

α + αz + αz2 α2 + αz + z2 1 + αz + α2z2

 .

It is easy to see that Mσ(g) has rank 1 and from Example 2.11(1) we conclude that the
matrix is basic. It generates the 1-dimensional code C := imMσ(g) = im [1 + z + z2, α +
z + α2z2, α2 + z + αz2] ⊆ F3. As noted in 2.11(1) the free distance is 9. 2

Notice that Mσ(g) = Mg whenever g ∈ A. Hence σ-circulants form a generalization of
classical circulant matrices. This will be even more obvious from part (a) of the next
proposition. Just like classical circulants provide a direct link between ideal generators
and generator matrices for cyclic block codes we obtain a similar link for σ-circulants and
σ-CCC’s in part (b) below. This will be exploited extensively in Section 7 where the cor-
respondences between left principal ideals, σ-circulants and σ-CCC’s will be investigated
in detail.

Proposition 6.8
In the situation of Definition 6.6 one has

(a)

Mσ(g) =


v(g)
v(xg)

...
v(xn−1g)

 .

(b) p
(
uMσ(g)

)
= p(u)g for all u ∈ F[z]n. In particular, p

(
(1, 0, . . . , 0)Mσ(g)

)
= g.

Note that the foregoing rules are equally valid for classical circulants.

Proof: (a) Let g =
∑

ν≥0 zνgν . The i-th canonical basis vector in F[z]n is ei := v(xi). It
is sufficient to show that p(eiMσ(g)) = xig for 1 ≤ i ≤ n . For this one computes

p(eiMσ(g)) = p(
∑
ν≥0

zνeiPσ
νMgν ) =

∑
ν≥0

zνp(eiPσν Mgν ) =
∑
ν≥0

zνσν(xi)gν = xig,

where we used the F[z]-linearity of p and Lemma 6.4(3) in the second and third equation,
respectively.
(b) Using (a) and F[z]-linearity of v and p we obtain for u = (u0, . . . , un−1) ∈ F[z]n the
identities

p
(
uMσ(g)

)
= p

(
v
(∑n−1

i=0 uix
ig

))
= p(u)g. 2

The following generalizes Lemma 6.2(a) and (b) to σ-circulants.
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Theorem 6.9
Let σ ∈ AutF(A) and g, h ∈ A[z;σ].
(a) The mapping Mσ : A[z;σ] −→ F[z]n×n is F-linear and injective.

(b) Mσ(g)Mσ(h) = Mσ(gh).
As a consequence, the Piret algebra A[z;σ] and the ring Mσ

(
A[z;σ]

)
of all σ-circulants

are isomorphic as F-algebras.

Proof: (a) is a consequence of the definition of Mσ, the invertibility of Pσ and the
injectivity of the mapping g 7→ Mg.
(b) By virtue of Proposition 6.8(b) and the isomorphism p we have for each u ∈ F[z]n

p
(
uMσ(g)Mσ(h)

)
= p

(
uMσ(g)

)
h = p(u)gh = p

(
uMσ(gh)

)
,

leading to the desired result. 2

Part (b) above has the interesting consequence, that each left inverse of a polynomial f
in A[z;σ] is also a right inverse of f , since this is the case for the ring F[z]n×n.

One should observe that the isomorphism g 7→ Mσ(g) induces a left F[z]-module structure
on the set Mσ

(
A[z;σ]

)
which is different from the canonical left F[z]-module structure

induced by F[z]n×n. Furthermore, by Definition 6.6 and Lemma 6.2(f) we see that

Mσ(g) = g(zPσ, S) for g(z, x) =
∑
ν≥0

zν
n−1∑
i=0

giνx
i ∈ A[z;σ].

Therefore the isomorphism between A[z;σ] and Mσ
(
A[z;σ]

)
can also be understood as

an evaluation homomorphism whose image is just F[zPσ, S], a subring of F[z]n×n.

Next we turn to transposes of σ-circulants which will occur later on in our investigation of
the dual of a σ-CCC. For this purpose the description of σ-circulants in Proposition 6.8(a),
although very natural, is not helpful. Instead we have to resort to Definition 6.6. It will
turn out that the transposes are in general not σ-circulant, but rather σ̂-circulant, where
σ̂ ∈ AutF(A) is such that Pσ̂ =

t
Pσ. Let us begin with an example.

Example 6.10
Consider the case F = F4 = {0, 1, α, α2} and n = 5. Let σ ∈ AutF(A) be given by
σ(x) = x2. Then it is easy to see that

t
Pσ = Pσ̂ where σ̂ ∈ AutF(A) is given by σ̂(x) = x3.

Consider now the polynomial

g := 1 + α2x + α2x2 + x3 + z(1 + x + α2x2 + α2x4) ∈ A[z;σ]

with associated σ-circulant

Mσ(g) =


1 + z α2 + z α2 + zα2 1 zα2

0 1 + zα2 α2 + z α2 + z 1 + zα2

1 + z zα2 1 α2 + zα2 α2 + z
α2 + zα2 1 + z z 1 + zα2 α2

α2 + zα2 α2 1 + zα2 z 1 + z

 .
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It is clear that if
tMσ(g) is a circulant matrix at all, then it is defined by the polynomial

given in the first column of Mσ(g). Thus let

ĝ := (1 + x2 + α2x3 + α2x4) + z(1 + x2 + α2x3 + α2x4) ∈ A[z;σ].

Then one verifies that Mσ(ĝ) 6= tMσ(g) but rather Mσ̂(ĝ) =
tMσ(g).

We will come back to this example in the next sections where we translate this result into
codes and their duals. 2

In order to establish an identity of the type
tMσ(g) = Mσ̂(ĝ) for any automorphism σ,

we need the existence of an automorphism σ̂ ∈ AutF(A) such that
t
Pσ = Pσ̂. In fact, this

already implies the desired identity for the σ-circulants since for any g =
∑

ν≥0 zνgν we
obtain from Definition 6.6, Lemma 6.2(d) and Lemma 6.4(2)

tMσ(g) =
∑
ν≥0

zνMĝν

t
Pσ

ν =
∑
ν≥0

zνMĝν
P ν

σ̂ =
∑
ν≥0

zνP ν
σ̂ Mσ̂ν(ĝν) = Mσ̂(ĝ σ), (6.3)

where ĝ σ =
∑

ν≥0 zν σ̂ν(ĝν). In order to show the existence of σ̂, we will make use of the
involution θ given in Lemma 6.2(d). Notice that by Lemma 6.4(2) and Lemma 6.2(d) we
have

t
P−1

σ Mx
t
Pσ =

t
(PσMx̂Pσ−1) =

t
Mσ−1(x̂) = M

σ̂−1(x̂)
.

Taking into account once more Lemma 6.4(2), this indicates how the desired automorphism
σ̂ has to look like.

Theorem 6.11
Let σ ∈ AutF(A). Define σ̂ := θ ◦ σ−1 ◦ θ ∈ AutF(A), thus σ̂(a) = σ̂−1(â) for all

a ∈ A. Then ̂̂σ = σ and σ 7−→ σ̂ defines an anti-automorphism on the group AutF(A).
Furthermore,

t
Pσ = Pσ̂.

Proof: Only the identity
t
Pσ = Pσ̂ needs proof. Applying several times Lemma 6.4(2)

and Lemma 6.2(d) we obtain

P−1
σ̂ MxPσ̂ = Mσ̂(x) =

t
M ̂̂σ(x)

=
t(
PσM

σ( ̂̂σ(x))
P−1

σ

)
=

t
P−1

σ M ̂
σ( ̂̂σ(x))

t
Pσ =

t
P−1

σ Mx
t
Pσ,

where the last equality follows from ̂
σ( ̂̂σ(x)) = x. Lemma 6.5 now yields

t
Pσ = Pσ̂Mu for some unit u ∈ A. (6.4)

We will show now that the matrix Pσ not only has zeros in the first row except for
the very first entry (which is obvious by definition), but also in the first column. Then
Equation (6.4) implies that the first row of Mu is of the form (1, 0, . . . , 0) and, being a
circulant, Mu = In. This proves the theorem.
In order to establish the zero entries in the first column of Pσ let σ(x) = a =

∑n−1
l=0 alx

l.
For the rest of the proof it will be convenient to use the notation [f ]i for the coefficient
of xi in the polynomial f ∈ A. Then, according to Definition 6.3 we have to show
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[σ(xi)]0 = [ai]0 = 0 for all i > 0. Since σ is an automorphism, the powers 1, a, . . . , an−1

are linearly independent over F and an = 1. Using linearity and multiplicativity of the
circulants, this implies that the characteristic polynomial of Ma is given by Xn−1 and we
can conclude 0 = trace(Ma) = n[a]0. But then also [a]0 = 0 since gcd(n, char(F)) = 1. As
for [ai]0, we wish to argue along the same lines. In order to determine the characteristic
polynomial of Mai = (Ma)i, let Xn − 1 =

∏n−1
l=0 (X − ωl) for some primitive n-th root of

unity ω in some extension field F of F. Furthermore assume gcd(i, n) = d and n = dñ.
Then ωi is a primitive ñ-th root of unity and, since Ma is diagonalizable over F, the
characteristic polynomial of Mai is given by

n−1∏
l=0

(X − ωil) =
( ñ−1∏

l=0

(X − ωil)
)d

= (X ñ − 1)d.

As above we conclude n[ai]0 = trace(Mai) = 0 for all i > 0 (in which case ñ > 1) and,
again, [ai]0 = 0. 2

In Example 6.10 above we had the specific situation that σ̂ = σ−1. This is not the case
in general, see the remark below. However, the automorphisms of A = F4[x]/〈x5 − 1〉
as listed in Example 3.3(b) all satisfy either σ̂ = σ (in which case Pσ is symmetric) or
σ̂ = σ−1 (which only occurs for σ(x) = x2 and σ(x) = x3). This too, is not true in general.

Remark 6.12
For the special class of automorphisms σ satisfying

σ(x) = γxr, (6.5)

where γ ∈ F, r ∈ {1, . . . , n−1}, the associated σ̂ can be found easily. First notice that (6.5)
induces an automorphism σ ∈ AutF(A) if and only if γn = 1 and gcd(r, n) = 1. If these
conditions are satisfied, then σ−1 and σ̂ are given by the equations

σ−1(x) = γ−lxl and σ̂(x) = γlxl where lr ≡ 1 mod n. (6.6)

This can be verified remembering the definition of σ̂. The conditions in (6.6) lead to
plenty of examples where the automorphisms σ, σ−1, σ̂ are all different, e. g. for A =
F4[x]/〈x7 − 1〉 and σ given by σ(x) = αx4.
We also wish to note that in [19] only automorphisms as in (6.5) with γ = 1 were consid-
ered. In this case one always has σ̂ = σ−1.

Now we can describe the transposes of σ-circulants. In part (a) below we obtain a direct
generalization of Lemma 6.2(d). The anti-isomorphism in part (b) will be crucial in the
next section when relating a parity check polynomial of a σ-cyclic code C to a generator
polynomial of the σ̂-cyclic dual code C⊥.

Theorem 6.13
Let σ ∈ AutF(A) and σ̂ be defined as in Theorem 6.11. For any polynomial g =∑

ν≥0 zνgν ∈ A[z;σ] define

ĝ σ :=
∑
ν≥0

ĝνz
ν =

∑
ν≥0

zν σ̂ν(ĝν) ∈ A[z; σ̂]. (6.7)

Then

35



(a)
tMσ(g) = Mσ̂(ĝ σ).

(b) The map ̂ σ : A[z;σ] −→ A[z; σ̂], g 7−→ ĝ σ is an anti-isomorphism of the F-algebras

A[z;σ] and A[z; σ̂], that is, ̂ σ is F-linear and satisfies ĝh
σ

= ĥ
σ

ĝ σ for all g, h ∈
A[z;σ]. The inverse map is given by ̂ σ̂ : A[z; σ̂] −→ A[z;σ], g 7−→ ĝ σ̂.

Proof: (a) has been shown in (6.3).
(b) F-linearity and injectivity are obvious by (6.7). Anti-multiplicativity is a consequence
of

Mσ̂(ĝh
σ

) =
tMσ(gh) =

tMσ(h)
tMσ(g) = Mσ̂(ĥ

σ

)Mσ̂(ĝ σ) = Mσ̂(ĥ
σ

ĝ σ)

along with injectivity of the map Mσ̂. Finally, the equation Mσ(g) =
tMσ̂(ĝ σ) =

Mσ((̂ĝ σ)
σ̂

) shows that (̂ĝ σ)
σ̂

= g for all g ∈ A[z;σ], which completes the proof. 2

As a simple consequence of Theorem 6.13 we obtain that each polynomial vector appears
not only as a row but also as a column in some σ-circulant. Furthermore, as we will show
next, the algebra of σ-circulants is saturated in the sense that if a multiple of a circulant
within the ring F[z]n×n is a circulant again, then it is even a multiple within the algebra
Mσ(A[z;σ]). Also these results will be of use in the next section for generator and parity
check matrices of σ-CCC’s.

Corollary 6.14
Let σ ∈ AutF(A). Then one has the implications

(1) For each v ∈ F[z]n and g1 = p(v) ∈ A[z;σ], g2 = p(v) ∈ A[z; σ̂] and for each f ∈ A[z;σ]
one has

vMσ(f) = 0 ⇐⇒ Mσ(g1)Mσ(f) = 0 and Mσ(f)
t
v = 0 ⇐⇒ Mσ(f)Mσ(ĝ2

σ̂) = 0.

(2) For all f, g ∈ A[z;σ] one has the two implications

∃ Q ∈ F[z]n×n : Mσ(f) = QMσ(g) =⇒ ∃ h ∈ A[z;σ] : Mσ(f) = Mσ(h)Mσ(g),

∃ Q ∈ F[z]n×n : Mσ(f) = Mσ(g)Q =⇒ ∃ h ∈ A[z;σ] : Mσ(f) = Mσ(g)Mσ(h).

One should observe that part (2) above, applied to constant polynomials f, g ∈ A leads
to the analogous statements for classical circulants.

Proof: (1) The first equivalence can be obtained as follows with the help of Proposition
6.8(b):

vMσ(f) = 0 ⇐⇒ g1f = 0 ⇐⇒Mσ(g1)Mσ(f) = 0.

The second equivalence follows from the first one by transposition and Theorem 6.13.
(2) Let v be the first row of Mσ(f) and w be the first row of Q and h = p(w). Then
v(f) = v and v = wMσ(g). By Proposition 6.8(b) we obtain f = hg which gives us
Mσ(f) = Mσ(h)Mσ(g). The second statement follows as in (a) by transposition and
Theorem 6.13. 2

So far we have not discussed the rank of σ-circulants. As opposed to classical circulants
(see Lemma 6.2(c)) there is no general simple rule telling the rank of Mσ(g) based on the
polynomial g. Fortunately, if g is a reduced polynomial, a generalization of the classical
result exists. This will be treated in Theorem 7.8.
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7 Description of σ-cyclic codes and their duals

Now we are in a position to return to σ-CCC’s in the sense of Definition 2.8 or Observa-
tion 2.10(b). In this section we introduce generator and parity check polynomials as well
as (square circulant) generating and parity check matrices for σ-CCC’s. We show that
they behave just like those for block codes. Below we first summarize the relation between
cyclic block codes and classical circulant matrices, as this shows exactly what we are after
for convolutional codes. As a reference on cyclic block codes any (introductory) book on
coding theory suffices, for instance [15] or [1].

Let C ∈ Fn be a cyclic block code, then — in polynomial representation — we obtain a
principal left ideal J = p(C) =

•〈 g 〉 for some g ∈ A. Once given a generator polynomial g,
then the classical circulant Mg is a generating matrix for C in the sense of Proposition 2.1
and one has

C := v(J ) = im Mg = kerMh, (7.1)

where h ∈ A generates the annihilator ideal of J in A and Mh is its circulant.

Usually, Mg is not an encoder for C, which must have full rank. Such an encoder is
obtained by extracting the first k rows of Mg, where k = dimF C = rankMg. Of course,
the generator polynomial g is not unique and can be modified by multiplying with units u
from A. For the circulants this amounts to multiplying by Mu from either side since
classical circulants commute. There are two natural ways of choosing a specific g by
imposing one of the conditions

g
∣∣ xn − 1 in F[x] and the leading coefficient is 1 (7.2)

or
g is idempotent. (7.3)

The first condition is more widely used and the name ’generator polynomial’ usually refers
to this choice. If both, g and h of (7.1) satisfy (7.2) then gh = xn − 1 and h is just the
complementing factor for g and this is what usually is meant when calling h a ’parity
check polynomial’.

In the situation of (7.1) the dual code C⊥ := {w ∈ Fn | w t
v = 0 for all v ∈ C} is given by

C⊥ = im
t
Mh = ker

t
Mg = kerMĝ = im M

ĥ
, (7.4)

where ĝ and ĥ are defined as in Lemma 6.2(d). Normalizing according to (7.2) leads to the
polynomials h(0)−1xkĥ (resp. g(0)−1xn−kĝ), the generator (resp. parity check) polynomial
of C⊥, see e.g. [15, p. 196]. Here h(0) and g(0) denote the constant terms of h and g.

In this section we will show, that with the help of σ-circulants and the generator polynomi-
als from Section 4 and 5 the complete scenario generalizes nicely to σ-CCC’s. In addition,
the basic notions of convolutional coding theory, like non-catastrophicity, minimality, and
complexity, can be incorporated successfully.

Throughout this section let σ ∈ AutF(A) be a fixed automorphism and, as before, let
R := A[z;σ].
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Recall from Observation 2.10(b) that a submodule C ⊆ F[z]n is called σ-cyclic if p(C)
is a left ideal in R. Using the calculus of σ-circulants, this can also be expressed in
terms of vector polynomials. One simply has to translate multiplication by x in R via the
isomorphism v into a suitable mapping m on F[z]n. Observe that, due to noncommutativity
of R, this mapping is F-linear but not F[z]-linear.

Observation 7.1
A submodule C ⊆ F[z]n is σ-cyclic iff m(C) ⊆ C, where

m : F[z]n −→ F[z]n,
∑
ν≥0

zνvν 7−→
∑
ν≥0

zνvνMσν(x) =
∑
ν≥0

zνvνPσ
−νSPσ

ν

and S = Mx, as in (6.1). This follows from the fact that m(v) = v(xp(v)) for all v ∈ C,
which itself is equivalent to p(m(v)) = xp(v) and this is a direct consequence of Proposi-
tion 6.8(b) and Lemma 6.4(2).

Observe that for σ = id one has Mσν(x) = S and Pσ = In so that in this case m describes
the classical cyclic shift. Furthermore, if σ(x) = xm for some m that is coprime with n,
then Mσν(x) = Mx(mν ) = S(mν) and one obtains the graded shift (2.9).

By Theorem 4.5 each delay-free σ-cyclic submodule is a principal left ideal when considered
in A[z;σ]. Using the correspondence of σ-circulants and principal left ideals as described
in Proposition 6.8(b) this immediately leads to a circulant generating matrix. Precisely,
one has

v
(•〈 g 〉) = imMσ(g) for all g ∈ R. (7.5)

As a consequence, a delay-free submodule C ⊆ F[z]n is σ-cyclic if and only if C = imMσ(g)
for some g ∈ A[z;σ], which, additionally, can be taken as a reduced and normalized
polynomial satisfying (4.4), see Corollary 4.13.

In order to also get a description of σ-cyclic codes by parity check polynomials and parity
check matrices we need the following.

Definition 7.2
Let F ⊆ R be any subset. Then

(1) F
◦

:= {h ∈ R | ∀ f ∈ F : fh = 0}.
(2)

◦
F := {g ∈ R | ∀ f ∈ F : gf = 0}.

We call F
◦

and
◦
F the right and left annihilator of the set F , respectively. Obviously,

F
◦

=
•〈F 〉

◦
and

◦
F = 〈F 〉•

◦
are the right and left annihilator of the left and right ideal

generated by F , respectively.

Using Observation 2.14 and the fact that F[z] does not contain any zero divisors of R, one
verifies straightforwardly the following.

Observation 7.3
The annihilators

◦
F and F

◦
are direct summands of R as left resp. right F[z]-modules. In

particular, both ideals are delay-free and by Theorem 4.5 and Corollary 4.17 are principal
left resp. right ideals.
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Now we have the following

Lemma 7.4
Let g, h ∈ R. Then

(1)
•〈 g 〉

◦
= 〈h 〉• ⇐⇒ ker

tMσ(g) = im
tMσ(h).

(2)
•〈 g 〉 = 〈h 〉•

◦
⇐⇒ imMσ(g) = kerMσ(h).

Furthermore, if the identities in equivalence in (1) (resp. (2)) are satisfied, then the matrix
Mσ(h) (resp. Mσ(g)) is basic.

Proof: (1) can be established as follows.

•〈 g 〉
◦

= 〈h 〉•

⇐⇒ gh = 0 and [gf = 0 =⇒ ∃ a ∈ R : f = ha]
⇐⇒Mσ(g)Mσ(h) = 0 and [Mσ(g)Mσ(f) = 0 =⇒ ∃ a ∈ R : Mσ(f) = Mσ(h)Mσ(a)]

⇐⇒ tMσ(h)
tMσ(g) = 0 and [

tMσ(f)
tMσ(g) = 0 ⇒ ∃ a ∈ R :

tMσ(f) =
tMσ(a)

tMσ(h)].

The last statement is satisfies if and only if ker
tMσ(g) = im

tMσ(h), which can be seen as
follows.
For the if-part only the implication in brackets needs proof. But this is obtained from
Corollary 6.14(2) since

tMσ(f)
tMσ(g) = 0 along with the assumption implies im

tMσ(f) ⊆
im

tMσ(h), hence Mσ(f) = Mσ(h)Q for some matrix Q and the corollary applies.
For the only-if-part we have to show that ker

tMσ(g) ⊆ im
tMσ(h). Thus let v

tMσ(g) = 0
for some v ∈ F[z]n. By Corollary 6.14(1) we obtain Mσ(g)Mσ(f̂

σ̂

) = 0, where f = p(v) ∈
A[z; σ̂]. Then the assumption implies that Mσ̂(f) =

tMσ(f̂
σ̂

) =
tMσ(a)

tMσ(h) for some
a ∈ A[z;σ] and hence v ∈ im

tMσ(h).
(2) In this case the anti-isomorphism ̂σ of Theorem 6.13(b) yields

•〈 g 〉 = 〈h 〉•
◦

in A[z;σ]

if and only if 〈 ĝ σ 〉• =
•〈 ĥ

σ

〉
◦

in A[z; σ̂]. Thus, use of (1) and Theorem 6.13(a) leads to the
desired result.
The additional assertion that the two given matrices are basic follows either from the
equivalence of Proposition 2.2(6) and (3) or from the direct summand property as stated
in Observation 7.3 together with 2.2(5). 2

The following theorem collects the basic facts on σ-CCC’s. Recall that transposes of σ-
circulants are σ̂-circulants. Therefore, the dual code of a σ-CCC corresponds to a left ideal
in the Piret algebra A[z; σ̂]. For simplicity, we use the notation

•〈 〉 for left ideals in either
Piret algebra; yet, in order to avoid confusion, we will make the corresponding algebra
precise at each point. Recall also that the isomorphism p in (2.8) does not depend on the
multiplicative structure of the set A[z] so that we may use it for either Piret algebra.

Theorem 7.5
Let C ⊆ F[z]n be a σ-cyclic code and let

C⊥ :=
{
w ∈ F[z]n

∣∣ w
t
v = 0 for all v ∈ C

}
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be its dual code. Furthermore, let g, h ∈ A[z;σ] be such that p(C) =
•〈 g 〉 and

•〈 g 〉
◦

= 〈h 〉• .
Then

(a) Mσ(g) and Mσ(h) are both basic.

(b) C = imMσ(g) = kerMσ(h).

(c) p(C) =
•〈 g 〉 = 〈h 〉•

◦
in A[z;σ].

(d) C⊥ = kerMσ̂(ĝ σ) = imMσ̂(ĥ
σ

).

(e) p(C⊥) =
•〈 ĥ

σ

〉 =
◦
〈 ĝ σ 〉• in the Piret algebra A[z; σ̂]. Hence the dual of a σ-CCC is a

σ̂-CCC.

Proof: (a) Mσ(g) is basic since it generates a code, see Proposition 2.2(3); Mσ(h) is
basic by Lemma 7.4.
(b) C = imMσ(g) ⊆ kerMσ(h) follows from the choice of g and h, see also (7.5). Further-
more, by Lemma 7.4(1), ker

tMσ(g) = im
tMσ(h) and thus rankMσ(h) = n− rankMσ(g).

But then Proposition 2.2(7) yields C = kerMσ(h) since C is a direct summand.
(c) is a consequence of (b) along with Lemma 7.4(2).
(d) follows from the obvious fact that C⊥ = ker

tMσ(g) = im
tMσ(h).

(e) is a consequence of (d) along with Lemma 7.4(2). 2

These results motivate the following definition.

Definition 7.6
Let C ⊆ F[z]n be a σ-cyclic code and g, h ∈ R be such that p(C) =

•〈 g 〉 and p(C)◦ = 〈h 〉• .
Then we call g a generator polynomial and h a parity check polynomial of the code C.
Consequently, the polynomials ĥ

σ

and ĝ σ ∈ A[z; σ̂] are a generator and a parity check
polynomial of the dual code C⊥, respectively.

At this point there is no need to normalize generator and parity check polynomials. But
there is a way to obtain uniqueness by requiring g and ĥ

σ

to be left reduced and their
z-free terms to be normalized according to (7.2) or (7.3).

Via the anti-isomorphism ̂ σ : A[z;σ] −→ A[z; σ̂], g 7−→ ĝ σ from Theorem 6.13, one
observes that the right annihilator 〈h 〉• of the code C = v(

•〈 g 〉) is anti-isomorphic to the
dual code C⊥ = v(

•〈 ĥ
σ

〉).

The following very detailed example is designed to shed some light on all aspects of our
setting thus far.

Example 7.7
Consider again Example 6.10 where F = F4, n = 5, and σ(x) = x2. The circulant Mσ(g)
associated with the polynomial

g := 1 + α2x + α2x2 + x3 + z(1 + x + α2x2 + α2x4) ∈ A[z;σ]

can be shown to be basic. Since rankMσ(g) = 2, it defines a 2-dimensional σ-cyclic
code C ⊆ F[z]5. A parity check polynomial, i. e. a right annihilator of the left ideal
•〈 g 〉 ∈ A[z;σ] can be found as follows. First we compute a basis w1, w2, w3 ∈ F[z]5 of the
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right kernel of Mσ(g), i. e. Mσ(g)
t
wi = 0 for i = 1, 2, 3. This can easily be achieved by

use of a Smith-form of Mσ(g) and yields the basic matrix

H :=
[t
w1,

t
w2,

t
w3] =


1 0 0
0 1 0

1 + zα2 zα2 α + zα + z2

α + z α2 + z 1 + z + z2α
α + zα2 α2 + zα2 α + z2

 .

Then im
t
H = kerMσ̂(ĝ σ) and any parity check polynomial h ∈ A[z;σ] of C satisfies

im
t
H = im

tMσ(h) = imMσ̂(h′) where h′ := ĥ
σ

. In the Piret algebra A[z; σ̂] this reads as
•〈 p(w1), p(w2), p(w3) 〉 =

•〈h′ 〉 and thus we need to find a principal generator of this left
ideal in A[z; σ̂]. Hence put

f1 :=p(
t
w1) = 1 + x2 + αx3 + αx4 + z(α2x2 + x3 + α2x4),

f2 :=p(
t
w2) = x + α2x3 + α2x4 + z(α2x2 + x3 + α2x4),

f3 :=p(
t
w3) = αx2 + x3 + αx4 + z(αx2 + x3) + z2(x2 + αx3 + x4).

By Observation 7.3 we know that 〈h 〉• is delay-free, thus, using the anti-automorphism
between A[z;σ] and A[z; σ̂], we get the delay-freeness of the left ideal

•〈h′ 〉 in A[z; σ̂]. As
a consequence, application of Algorithm 5.2 to the family f1, f2, f3 produces the desired
principal generator h′ ∈ A[z; σ̂], even in reduced form. In order to actually perform these
computation we first need to know the automorphism σ̂. Using Remark 6.12 we find
σ̂(x) = x3. Furthermore, the algorithm needs a decomposition of A ∼= F[x]/〈x5 − 1〉 into a
direct sum of fields and the representation of the automorphism σ̂ as well as the given data
in the according form. For this task we may use the list in Example 3.3(b). Switching to
the notation of the second column therein we find σ̂[a, b, c] = [a,Ψ−1(c),Ψ(b)4] where Ψ
is as in (3.12). Furthermore, using the Chinese Remainder Theorem, precisely the map %
given in (3.4), the polynomials f1, f2, f3 turn into

%(f1) = h1 := ε(2)α2x + zε(1) + zε(3)(αx + α),

%(f2) = h2 := ε(1) + ε(2)α2x + zε(1) + zε(3)(αx + α),

%(f3) = h3 := ε(1) + ε(2)(α2x + α2) + zε(1)α2 + zε(2)x + zε(3)(αx + 1)

+ z2ε(1)α + z2ε(3)(α2x + α2),

where ε(1) = [1, 0, 0], ε(2) = [0, 1, 0], ε(3) = [0, 0, 1]. Now we may run Algorithm 5.2 on the
data h1, h2, h3. Exactly this has been done in Example 5.3. Therein, a principal gener-
ator of the left ideal

•〈h1, h2, h3 〉 in A[z; σ̂] was found to be the reduced and normalized
polynomial

h′′ := ε(1) + ε(2) + zε(3). (7.6)

Translating this back we obtain

h′ := %−1(h′′) = 1 + α2x + αx2 + αx3 + α2x4 + z(α2x + αx2 + αx3 + α2x4) (7.7)

and finally the parity check polynomial

h = ĥ′
σ̂

= 1 + α2x + αx2 + αx3 + α2x4 + z(αx + α2x2 + α2x3 + αx4) (7.8)
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of the code C as well as the associated circulant parity check matrix

Mσ(h) =


1 α2 + zα α + zα2 α + zα2 α2 + zα

α2 + zα2 1 + zα α2 α + zα α + zα2

α + zα α2 + zα2 1 + zα2 α2 + zα α
α + zα α α2 + zα 1 + zα2 α2 + zα2

α2 + zα2 α + zα2 α + zα α2 1 + zα

 . (7.9)

Notice also that by Theorem 7.5 the polynomial h′ ∈ A[z; σ̂] is a generator polynomial of
the dual code C⊥. A parity check polynomial of that code is easily computed as

g′ := ĝ σ = 1 + x2 + α2x3 + α2x4 + z(1 + x2 + α2x3 + α2x4)

Altogether we have

p(C) =
•〈 g 〉 = 〈h 〉•

◦
⊆ A[z;σ], p(C⊥) =

•〈h′ 〉 = 〈 g′ 〉•
◦

⊆ A[z; σ̂].

It is worth mentioning that the code C has free distance equal to 8. This is optimal among
all codes with the same parameters (length n = 5, dimension k = 2, complexity δ = 2,
memory m = 1, and field size |F| = q = 4) according to the Heller bound (see [8, Thm. 3.4]
or [12, p. 132] for the binary case)

dfree ≤ min

{⌊
n(m + i)qk(m+i)−δ−1(q − 1)

qk(m+i)−δ − 1

⌋ ∣∣∣∣∣ i ∈ N

}

(the memory is the largest row degree appearing in a minimal generator matrix in the
sense of Definition 7.12 below). The free distance of the dual is 5, attained by the constant
codeword v := (α, α, α, α, α) = (1, α, 1, 0, 0)

tMσ(h). The dual code can also be regarded as
optimal among all codes with the same parameters, since each code with complexity 2 and
dimension 3 has to contain a constant codeword. This follows from the existence of minimal
generator matrices in the sense of Definition 7.12 and the alternative characterizations
given in [5, p. 495]. 2

Next we will investigate the dimension of a σ-CCC, i. e. the rank of a σ-circulant, in terms
of a given generator polynomial. For a classical circulant the rank of Mg can be read off
from the polynomial g ∈ A via the formula given in Lemma 6.2(d). Furthermore, the
result shows how to cut out a rectangular generator matrix of full rank from the square
singular circulant Mg. For σ-circulants these results are not true in this generality. For
instance, the matrix Mσ(h) above is basic of rank 3, hence imMσ(h) is a 3-dimensional
σ-CCC, but the first 3 rows do not form a generator matrix of that code, since one can
show that z2 + zα + α is a common factor of the full size minors of that 3× 5-matrix.

However, as we will show next, choosing a reduced generator g of the ideal p(C) always leads
to a rectangular full rank generator matrix of C = imMσ(g) formed by the appropriate
number of rows of the σ-circulant. In order to prove this result we have to combine the
techniques of this section with the results and methods of the two foregoing sections. It
is quite advantageous to give some technicalities beforehand. We will make use of the
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framework as in (3.1) – (3.7). In particular, let xn − 1 = π1 · . . . · πr be the decomposition
of xn − 1 into its prime factors and for each k = 1, . . . , r, let ε(k) be the irreducible
idempotent associated with πk, i. e. ε(k)A =: K(k) ∼= F[x]/〈πk〉. Then πkε

(k) = 0 when
considered in A and

πk | a in F[x] ⇐⇒ aε(k) = 0 (7.10)

for all a ∈ A. For each g ∈ R we define

π(g) :=
∏

k∈Tg

πk ∈ F[x], (7.11)

where, as before, Tg denotes the support of g, see Notation 4.1. Then Tπ(g)
∩ Tg = ∅ and

Tπ(g)
∪ Tg = {1, . . . , r} by Equation (7.10) and thus

π(g)g = 0 in R. (7.12)

In the case where Tg = Tg0 one can alternatively express π(g) as π(g) = xn−1
gcd(g0,xn−1) .

Now we are in a position to show

Theorem 7.8
Let g ∈ R be a reduced and nonzero polynomial and let κ := degx π(g). Then the family

g, xg, . . . , xκ−1g (7.13)

is a left F[z]-basis of
•〈 g 〉. Equivalently, rankMσ(g) = κ and the first κ rows ofMσ(g) form

a full rank generator matrix G ∈ F[z]κ×n of the σ-cyclic submodule C := v
(•〈 g 〉) ⊆ F[z]n.

Furthermore, if C is a code, i. e. the matrix Mσ(g) is basic, then G is basic, too.

Proof: Only the first part needs proof. In order to establish left F[z]-independence
of the family in (7.13) let ui =

∑di
ν=0 zνuiν , where uiν ∈ F and i = 0, . . . , κ − 1, and

suppose
∑κ−1

i=0 uix
ig = 0. Accepting possible zero-coefficients, we may assume di = d for

0 ≤ i ≤ κ− 1. Letting fν :=
∑κ−1

i=0 uiνx
i ∈ A and f :=

∑d
ν=0 zνfν we obtain

0 = fg = fg(1) + · · ·+ fg(r)

and by Lemma 4.14(c) and 4.3(d) we conclude that fε(k) = 0 for k ∈ Tg. The definition
of f shows that then also fνε

(k) = 0 for all 0 ≤ ν ≤ d and all k ∈ Tg. Using (7.10) we obtain
πk | fν in F[x] for all k ∈ Tg and thus π(g) | fν in F[x]. Since degx(π(g)) = κ > degx fν ,
the latter implies fν = 0 for all ν = 0, . . . , d. But then also u0 = . . . = uκ−1 = 0, showing
the independence of the given family.
It remains to show that for κ′ ≥ κ the polynomial xκ′g can be generated with coefficients
from F[z] by the family (7.13). This is indeed the case (even with coefficients from F) as
can be deduced recursively from (7.12) by using the fact that the coefficients of π(g) are
in F and thus commute with x. 2

One should observe that a constant polynomial, i. e. g ∈ A, is always reduced and in this
case π(g) = xn−1

gcd(xn−1,g) , see (7.10). Hence Theorem 7.8 provides a generalization of the
rank formula for classical circulants given in Lemma 6.2(d).

43



The last part of the proof above shows that even for non-reduced polynomials g the
family in (7.13) is a generating system of the left F[z]-module

•〈 g 〉. However, in this
case the family need not be independent, or equivalently, κ might be strictly bigger than
rankMσ(g). We will show an example below in part (3).

Example 7.9
Let us reconsider Example 7.7 along with the various representations.

(1) The polynomial g is reduced since %(g) = ε(3)(αx + 1) + zε(2)(α2x + α2) = ε(3)%(g).
Normalization of this polynomial has been performed in Example 4.4. As stated in
Example 7.7, the associated σ-circulant has rank 2 which is also in accordance with the
theorem above since π(g) = π3 = x2 +α2x+1. Furthermore, as stated in the theorem,
the first two rows of Mσ(g) form a generator matrix of the code C = v

(•〈 g 〉), which
can also be checked directly.

(2) The dual code is given by C⊥ = imMσ̂(h′) where h′ is as in (7.7). Since h′ was the
output of the reduction algorithm, it is reduced and thus Theorem 7.8 is applicable
again. As can be seen from (7.6) we now have π(h) = π1π2, thus κ = 3 telling us that
the first three rows of Mσ̂(h′) form a (basic) matrix of rank 3.

(3) Let us also consider the code C′ := imMσ(h) ⊆ F[z]n, where h is as in (7.8). In this
case the polynomial h is not reduced as one can see from %(h) = ε(2) + ε(1) + zε(2).
The matrix Mσ(h) is basic of rank 3 (see Lemma 7.4) but the first three rows do not
span the code C′. Reduction of h leads to the polynomial h̃ where %(h̃) = ε(2) + ε(1).
Since h̃ ∈ A, we now get that Mσ(h̃) = Mh̃ is a classical circulant and the code C′ a
3-dimensional cyclic block code. Let us compare this with Theorem 7.8. Despite the
non-reducedness of the polynomial we can calculate the polynomial π(h) and obtain
π(h) = π1π2π3 = x5 − 1. Thus κ = 5 > rankMσ(h) and the family in (7.13) is not
F[z]-linearly independent, but certainly an F[z]-generating set of

•〈h 〉. On the other
hand, the reduced polynomial h̃ satisfies π(h̃) = π1π2, thus κ = 3 in accordance with

rankMσ(h) = rankMσ(h̃) = 3. 2

Now we are also in a position to characterize the reduced polynomials g which generate a
code, in other words, for which Mσ(g) is basic.

Proposition 7.10
Let g ∈ R be a nonzero reduced polynomial with z-free term g0. Then

Mσ(g) is basic ⇐⇒ •〈 ĝ σ 〉 =
•〈 ĝ0 〉 in A[z; σ̂]

⇐⇒ uĝ σ = ĝ0 ∈ A[z; σ̂] for some unit u in A[z; σ̂]
⇐⇒ gv = g0 for some unit v in A[z;σ] (7.14)

⇐⇒ 〈 g 〉• = 〈 g0 〉
•
.

In other words, Mσ(g) is basic if and only if
tMσ(g) generates the cyclic block code im

t
Mg0 .

One should note that the second equivalence says that ĝ σ is left reducible to the constant
ĝ0. It can be shown by examples, that the first equivalence is not true if g is not reduced.
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Proof: Let π = π(g) be as in (7.11). Then Mσ(π)Mσ(g) = MπMσ(g) = 0 and by
Theorem 7.8 (see also Lemma 6.2(d)) we have rankMσ(g) = n− rank Mπ. Therefore and
upon using Proposition 2.2 and Lemma 7.4 we obtain

Mσ(g) basic ⇐⇒ im
tMσ(g) = ker

t
Mπ ⇐⇒ imMσ̂(ĝ σ) = kerMπ̂ ⇐⇒

•〈 ĝ σ 〉 = 〈 π̂ 〉•
◦

.

Since π̂ ∈ A we have 〈 π̂ 〉•
◦

=
•〈 â 〉 for â = xn−1

gcd(xn−1,π̂) ∈ A. Hence Mσ(g) is basic if and
only if ĝ σ can be left reduced to the constant â. By Corollary 4.13 this is equivalent to
the existence of some unit u ∈ A[z; σ̂] such that uĝ σ = â. Since the z-free term u0 of u is
a unit in A and the z-free term of ĝ σ is given by ĝ0, we obtain the identity u0ĝ0 = â and
without restriction we may assume â = ĝ0. This yields the desired result. 2

It is straightforward to deduce from (7.14) that a σ-CCC always has a direct complement
in F[z]n that is σ-cyclic, too. In other words, a left ideal that is a direct summand of the
left F[z]-module A[z;σ] is also a direct summand of the left A[z;σ]-module A[z;σ], see [7,
Thm. 2.9]. The proposition above has another interesting consequence.

Corollary 7.11
Let g, h ∈ R such that

•〈 g 〉
◦

= 〈h 〉• and g ∈ A[z;σ] and ĥ
σ

∈ A[z; σ̂] are both left reduced,
which can be assumed without restriction. Furthermore, assume that g generates a code,
thus Mσ(g) is basic. Then hg = 0 and even

•〈h 〉
◦

= 〈 g 〉• .

In particular, the identity Mσ(g)Mσ(h) = 0 implies that also Mσ(h)Mσ(g) = 0.

Again, the result is not true if any of the polynomials is not reduced.

Proof: First notice that Mσ(h) is basic by assumption, see Lemma 7.4. Thus, we may
apply Proposition 7.10 to the polynomials g and ĥ

σ

in their respective Piret algebras
and obtain gu = g0 and ĥ

σ

v = ĥ0 for some units u ∈ A[z;σ] and v ∈ A[z; σ̂]. Then
gh = 0 implies 0 = g0h0 = h0g0, since A is commutative, and thus 0 = v̂ σ̂hgu, after
applying the anti-isomorphism ̂σ̂. Cancellation of the units yields hg = 0 and thus
imMσ(h) ⊆ kerMσ(g). Furthermore, from Lemma 7.4 we know that rankMσ(g) =
n− rankMσ(h) and since Mσ(h) is basic we may apply Proposition 2.2(7) in order to get
imMσ(h) = kerMσ(g). Then Lemma 7.4(2) completes the proof. 2

As a by-product, Proposition 7.10 gives us an alternative proof of Proposition 2.7 since in
the case where σ = id, the ring A[z;σ] is commutative and therefore (7.14) is the same as
vg = g0 so that, consequently, the corresponding left ideal has a constant generator.

Finally, it remains to discuss the important issue of minimal generator matrices. In con-
volutional coding theory one is mainly interested in minimal encoding matrices since they
have, by definition, minimum possible row degrees, so that, as a consequence, their canon-
ical linear shift realization needs the minimum number of memory elements; for details
see [12, Sec. 2.7]. The row Hermite form of a polynomial matrix usually tends to have
artificially high degrees in its entries and therefore is not minimal. The following definition
is adapted to our purposes. More common but equivalent definitions can also be found
e. g. in [5, p. 495].
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Definition 7.12
Let M ∈ F[z]m×n be a matrix with rows w1, . . . , wm ∈ F[z]n and rank F[z]M = m. The
leading z-coefficient vector of wi will be denoted by lcz(wi) ∈ Fn. The matrix M is called
(row-) minimal if its (row-) leading coefficient matrix

L(M) :=


lcz(w1)
lcz(w2)

...
lcz(wm)

 ∈ Fm×n

satisfies rank FL(M) = m.

It can easily be seen via some examples that the full rank generator matrix of a σ-CCC
as constructed in Theorem 7.8 in general is not minimal. This is, for instance, the case
for the matrix Ĝ formed by the first three rows of Mσ̂(h′) =

tMσ(h) in Example 7.7. The
matrix Ĝ is a basic generator matrix of the dual code C⊥, but not minimal.

We will now show, how one can obtain a minimal generator matrix by extracting the
appropriate number of first rows of the circulants associated with the components of a
reduced generator polynomial.

Theorem 7.13
(a) Let g(k) ∈ ε(k)R be non-zero and let πk be the prime divisor of xn − 1 corresponding

to ε(k). Put κk := degx πk. Then the matrix

Gk :=


v(g(k))
v(xg(k))

...

v(xκk−1g(k))

 ∈ F[z]κk×n

formed by the first κk rows of Mσ(g(k)) is a minimal generator matrix for the F[z]-
module v

(•〈 g(k) 〉
)
⊆ F[z]n.

(b) Let g ∈ R be non-zero and left reduced. Suppose Tg = {k1, . . . , kt} and put κkν :=
degx πkν for 1 ≤ ν ≤ t and κ :=

∑t
ν=1 κkν ,

G :=

Gk1

...
Gkt

 ∈ F[z]κ×n and Gkν :=

 v(g(kν))
...

v(xκkν−1g(kν))

 .

Then G is a minimal generator matrix for the F[z]-module v
(•〈 g 〉) ⊆ F[z]n.

Proof: (a) Let degz g(k) = dk and denote the leading z-coefficient of g(k) by gdk
, which

then is nonzero. From Theorem 7.8 we know that g(k), . . . , xκk−1g(k) is a left F[z]-basis
for

•〈 g(k) 〉 and that Gk is a full rank generator matrix of v
(•〈 g(k) 〉

)
. It remains to check

46



minimality. Note that for all i = 0, . . . , κk − 1 the leading z-coefficient of the polynomial
xig(k) is given by σdk(xi)gdk

. Therefore, the leading coefficient matrix of Gk is

L(Gk) =


v(g(k))

v(σdk(x)gdk
)

...
v(σdk(xκk−1)gdk

)


and we have to show that its rank is equal to κk. To this end suppose

κk−1∑
i=0

civ(σdk(xi)gdk
) = 0 for some c0, . . . , cκk−1 ∈ F.

Then we compute

0 = v
( κk−1∑

i=0

ciσ
dk(xi)gdk

)
= v

(
σdk

(( κk−1∑
i=0

cix
i
)
σ−dk(gdk

)
))

.

Since σ−dk(gdk
) is from ε(k)A and, of course, also nonzero and since ε(k) is idempotent, we

may use (3.8) and conclude

0 =
κk−1∑
i=0

ci

(
xε(k)

)i
.

Since ci ∈ F, this equation takes place in the field K(k) = ε(k)A, and κk ≤ n implies
c0 = · · · = cκk−1 = 0.
(b) By (a) we know that the family g(kν), . . . , xκkν−1g(kν) generates

•〈 g(kν) 〉 for 1 ≤ ν ≤ t.
Therefore the t families together generate the F[z]-left module

•〈 g(k1), . . . , g(kt) 〉 =
•〈 g 〉.

Reducedness of g and Theorem 7.8 imply that the F[z]-rank of
•〈 g 〉 is κ. Recalling that

xg(kν) = (xg)(kν) we therefore see, that the entire family
(
xig(kν)

)
0≤i≤κkν−1, 1≤ν≤t

is F[z]-
linearly independent. This guarantees that G has full rank and it remains to consider the
leading coefficient matrix L(G). This time we have

L(G) =



v(gd1)
...

v(σd1(xκk1
−1)gd1)

...

...
v(gdt)

...
v(σdt(xκkt

−1)gdt)


,

where dν = degz g(kν) and gdν 6= 0 is the leading z-coefficient of g(kν). Suppose now
cL(G) = 0 for some vector c = (c10, . . . , c1 κk1−1

, . . . , ct0, . . . , ct κkt−1
) ∈ Fκ. Then we

conclude as in (a)

0 =
t∑

ν=1

κkν−1∑
i=0

cνiσ
dν (xi)gdν =

t∑
ν=1

(
σdν

( κkν−1∑
i=0

cνi

(
xε(kν)

)i
)

gdν σdν (ε(kν))︸ ︷︷ ︸
idempotent

)
. (7.15)
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Since g is reduced, no two of the idempotents σd1(ε(k1)), . . . , σdt(ε(kt)) can be equal. There-
fore Equation (7.15) implies

κkν−1∑
i=0

cνi(xε(kν))i = 0 for all 1 ≤ ν ≤ t.

Just like in (a) we conclude c = 0 and the matrix L(G) has full rank. 2

Example 7.14
Consider again Example 7.7. In Example 7.9 we saw already that %(g) = ε(3)%(g) is
reduced. According to the theorem above the first two rows of Mσ(g) form a minimal
basic generator matrix of the code C = v(

•〈 g 〉), which can also be seen directly from the
matrix given in Example 6.10. Furthermore, the first three rows of

tMσ(h) = Mσ̂(h′)
form a basic generator matrix of the code C⊥. But as is easily seen, the matrix is not
minimal. According to the theorem above and the representation (7.6) we have to combine
the first row of Mσ̂

(
%−1(ε(1)h′)

)
and the first two rows of Mσ̂

(
%−1(ε(2)h′)

)
in order to get

a minimal basic generator matrix of the code C⊥. This leads to the matrix 1 1 1 1 1
0 α2z + α αz + α2 αz + α2 α + α2z

αz + α αz α2z + α α2 α2z + α2

 . 2

The last theorem allows for a formula for the complexity of a σ-cyclic code in terms of a
reduced generator. The key point is that the complexity, as defined in Definition 2.3(4),
can be computed much easier if a minimal generator matrix is available. Indeed, it is
known from [5, p. 495], see also [18, Sect. 3], that if C = im G where G ∈ F[z]k×n is a
minimal matrix with rows G1, . . . , Gk, then the complexity is given by δ =

∑k
i=1 degz Gi.

Using Theorem 7.13(b), this immediately implies

Corollary 7.15
Let g ∈ R be a reduced polynomial such that Mσ(g) is basic and let C := imMσ(g) be
the σ-cyclic code generated by g. Then the complexity of C is given by

δ =
∑
i∈Tg

degx πi degz g(i),

where, again, πi is the prime divisor of xn − 1 corresponding to ε(i).

With the results of this section we now have a detailed picture of the algebraic theory
of CCC’s. It comprises a complete translation from left ideals in the Piret algebra to
submodules in F[z]n, which also takes into account the parameters and other relevant
notions of convolutional codes. We are confident that this should form a solid base for
investigating the class of CCC’s with respect to coding properties. Some more ideas in
this direction will be presented in the last section.

At this point it only remains to append the
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Proof of Proposition 3.4: (a) “⇒”: Let σ(ε(k)) = ε(l) 6= ε(k) and put g := zε(l) + ε(k).
Note that g = ε(k)g. We claim that g generates a left ideal J =

•〈 g 〉 corresponding to a σ-
CCC, which cannot be generated by a constant matrix. In order to prove this it suffices to
show that, firstly, J has no constant generator and that, secondly, J is a direct summand
as a left F[z]-submodule of R, see Observation 2.14. A constant generator necessarily
would be ε(k) up to a unit from A. Hence assume ε(k) = vg for some v ∈ R. Comparing
like powers of z in the equation ε(k) = vg = vε(k)(z+1) shows that this is not possible since
the leading coefficient of z+1 is a unit in A. Therefore J has no constant generator. As for
the direct summand property, we will use Observation 2.14. Assume fu = vg ∈ •〈 g 〉 = J
for some f ∈ F[z]\{0} and u, v ∈ R. But then also vgε(k) = vε(k) = fuε(k) and thus
fu = vg = vε(k)g = fuε(k)g. But the latter implies u ∈ J , since f ∈ F[z]\{0}, not being
a zero divisor in R = A[z;σ], can be cancelled. Hence J is a direct summand of R.
“⇐”: The assumption σ(K(k)) = K(k) for 1 ≤ k ≤ r can be rephrased as σ(ε(k)) = ε(k)

for 1 ≤ k ≤ r. This in turn implies that all idempotents are lying in the center of R
i.e. ε(k)g = gε(k) for all 1 ≤ k ≤ r and all g ∈ R. Now let C be a σ-CCC and J =
p(C) be the corresponding left ideal. We have to show that J has a constant generator
polynomial. Since C is delay-free we know from Corollary 4.13 that J =

•〈 g 〉 for some
reduced polynomial g ∈ R which also satisfies (4.4). Define now ε :=

∑
k∈Tg

ε(k). Then
εg = g = gε and as a consequence J =

•〈 g 〉 ⊆ •〈 ε 〉. The polynomials g and ε are both
reduced and satisfy Tg = Tε. Therefore Theorem 7.8 yields that J and

•〈 ε 〉 have the same
rank as F[z]-submodules of R. Since J = p(C) is a direct summand it follows J =

•〈 ε 〉,
see Proposition 2.2(7), showing that J has a constant generator.
(b) can be shown with exactly the same line of arguments as in “⇐”of (a). 2

8 Future research topics

In this paper we made an effort to broaden the mathematical basis for a thorough investi-
gation of σ-cyclic convolutional codes and their potential for coding. Yet, many important
questions of coding theory still have to be answered. We hope that our contribution might
serve as a basis for further investigations in this direction and close the paper with a brief
list of issues to be addressed in the future. (a) In the paper [9] we presented an infinite se-
ries of 1-dimensional codes of length 2 over F3 with increasing complexity. We also showed
that the first codes in this series have a pretty good distance. It would be worth knowing
whether the free distance of these codes tends to infinity for increasing complexity. More
generally, one might ask whether it is possible to construct families of σ-cyclic codes with
constant dimension and length over a fixed field and with arbitrary large distance. In [8]
many CCC’s of various sizes are given all of which have optimal distance. These examples
indicate that the class of CCC’s does indeed contain plenty of excellent codes. (b) Any
convolutional code allows for other representations besides those via generator and parity
check matrices, see for instance [18, p. 1071] or [24], where a shift realization is translated
into a description of the code as a first order discrete-time dynamical system over the
field F. Is it possible to recover cyclic structure in this description? If so, can such a
description be used for the construction of good cyclic codes? (c) One of the strengths of
cyclic block codes is the relation between the zeros of the generator polynomial and the
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distance of the code, leading to the design of powerful codes like BCH-codes. The central
issue of the theory of CCC’s is certainly the investigation of the distance of these codes
in terms of a generator or parity check polynomial or other data determining the code.
Any algebraic result in this direction would improve the theory of CCC’s. (d) The other
main advantage of cyclic block codes is their potential for decoding. Does the additional
structure of CCC’s, beyond the F[z]-module structure, also allow for an algebraic decoding
algorithm, that is, an algorithm where decoding is not obtained via a search algorithm
but rather via an algebraic computation based on the received word? A positive answer
would certainly be a breakthrough in the theory of convolutional codes.
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